


Covariance functions



Defining a Gaussian process

ex

A Gaussian process
𝐺𝑃 𝜇, 𝑘

is completely specified by a mean function 𝜇 and covariance 
function (or kernel) 𝑘.

• 𝜇: 𝒳 → ℝ𝑑 defines how the average deformation looks like
• 𝑘: 𝒳 × 𝒳 → ℝ𝑑×𝑑 defines how it can deviate from the mean



The mean function

• Usual assumption:

𝜇 𝑥 =
𝜇1(𝑥)
𝜇2(𝑥)

=
0
0

– The reference shape is an 
average shape.



The covariance function

• Defines characteristics of the 
deformations fields

– Main assumption: 
deformation fields are smooth

• Mathematical requirement

– The covariance function 𝑘 𝑥, 𝑥′

should be a symmetric, positive 
semi-definite kernel.



Positive semi-definite kernels

ex

Positive semi-definite matrix

A real 𝑛 × 𝑛 matrix 𝐾 which satisfies
𝑣𝑇𝐾𝑣 ≥ 0

for all vectors 𝑣 ∈ ℝ𝑛 is called positive semi-definite.



Positive semi-definite kernels

ex

Positive semi-definite kernel
A kernel 𝑘 ∶ 𝒳 × 𝒳 → ℝ𝑑×𝑑 is called positive semi-definite, 
if it gives rise to a positive-semi-definite kernel matrix 𝐾

with 𝐾𝑖𝑗 = 𝑘 𝑥𝑖 , 𝑥𝑗 , 𝑖, 𝑗 = 1, … , 𝑛

for any choice of 𝑛 and 𝑋 = (𝑥1, … , 𝑥𝑛)



Positive semi-definite kernels

• Ensures that the GP defines a valid 𝑁(𝜇, 𝐾) for any 
discretization. 

ex

Positive semi-definite kernel
A kernel 𝑘 ∶ 𝒳 × 𝒳 → ℝ𝑑×𝑑 is called positive semi-definite, 
if it gives rise to a positive-semi-definite kernel matrix 𝐾

with 𝐾𝑖𝑗 = 𝑘 𝑥𝑖 , 𝑥𝑗 , 𝑖, 𝑗 = 1, … , 𝑛

for any choice of 𝑛 and 𝑋 = (𝑥1, … , 𝑥𝑛)



Scalar-valued Gaussian kernel

𝑘 𝑥, 𝑥′ = 𝑠 exp(−
𝑥 − 𝑥′ 2

𝜎2
)

𝑠 = 1, 𝜎 = 3 𝑠 = 1, 𝜎 = 5 𝑠 = 2, 𝜎 = 3



Diagonal kernels

𝑘 𝑥, 𝑥′ =
𝑘(1)(𝑥, 𝑥′) ⋯ 0

⋮ ⋱ ⋮
0 ⋯ 𝑘(𝑑)(𝑥, 𝑥′)

• 𝑘(1), … , 𝑘(𝑑): 𝒳 × 𝒳 → ℝ are scalar-valued kernels
• 𝑘 ∶ 𝒳 × 𝒳 → ℝ𝑑×𝑑 becomes a matrix valued kernel. 

Assumption: Each dimension is modelled independently.
• the output-dimensions are uncorrelated.



A model for smooth deformations

𝑘 𝑥, 𝑥′ =

s1exp −
𝑥 − 𝑥′ 2

𝜎1
2 ⋯ 0

⋮ ⋱ ⋮

0 ⋯ sdexp −
𝑥 − 𝑥′ 2

𝜎𝑑
2



A model for smooth deformations

𝑠1 = 𝑠2 large,     𝜎1 = 𝜎2 large



A model for smooth deformations

𝑠1 = 𝑠2 small, 𝜎1 = 𝜎2 large



A model for smooth deformations

𝑠1small, 𝑠2large,     𝜎1 = 𝜎2 large



𝑠1 = 𝑠2 large,     𝜎1 = 𝜎2 small

A model for smooth deformations



Sum of two kernels

The sum of two positive semi-definite kernels is a positive 
semi-definite kernel

𝑘 𝑥, 𝑥′ = 𝑔 𝑥, 𝑥′ + ℎ 𝑥, 𝑥′

• 𝑘 𝑥, 𝑥′ is correlated if g(x,x’) or h(x,x’) are correlated

• Ideal for defining deformations on multiple scales



Product of two kernels

• 𝑘 𝑥, 𝑥′ is correlated if g(x,x’) and h(x,x’) are correlated

• Ideal for localizing correlations

The (element-wise) product of two positive semi-definite kernels is 
a positive semi-definite kernel

𝑘 𝑥, 𝑥′ = 𝑔 𝑥, 𝑥′ ⊙ ℎ 𝑥, 𝑥′



Other combinations of kernels

Rules for constructing kernels:

1. 𝑘 𝑥, 𝑥′ = 𝑘1 𝑥, 𝑥′ + 𝑘2 𝑥, 𝑥′

2. 𝑘 𝑥, 𝑥′ = 𝛼𝑘1 𝑥, 𝑥′ , 𝛼 ∈ ℝ+

3. 𝑘 𝑥, 𝑥′ = 𝑘1 𝑥, 𝑥′ ⊙ 𝑘2(𝑥, 𝑥′)

4. 𝑘 𝑥, 𝑥′ = 𝑓 𝑥 𝑓 𝑥’ 𝑇 , 𝑓: 𝑋 → ℝ𝑑

5. k 𝑥, 𝑥′ = 𝐵𝑇𝑘 𝑥, 𝑥′ 𝐵, B ∈ ℝ𝑟×𝑑

• These rules will be explored in the following article.


