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Ω

The registration problem

Reference: 

𝐼𝑅: Ω → ℝ

Target: 

𝐼𝑇: Ω → ℝ

𝜑:Ω → Ω

𝑥

𝜑(𝑥)
Ω
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Why is it important?

• Do automatic measurements

• Compare shapes

• Statistics

• Build statistical models

• Transfer labels and annotations

• Atlas based segmentation
Ω

𝜑:Ω → Ω

Ω

Maybe the most important problem in computer vision and medical image analysis



> DEPARTMENT OF MATHEMATICS AND COMPUTER SCIENCE

University of Basel

Registration as analysis by synthesis

Parameters 𝜃

Comparison: 𝑝 𝐼𝑇 𝜃, 𝐼𝑅)

Update using 𝑝(𝜃|𝐼𝑇 , 𝐼𝑅) Synthesis 𝜑[𝜃]

Prior 𝜑[𝜃] ∼ 𝑝(𝜃)
𝐼𝑇 𝐼𝑅 ∘ 𝜑[𝜃]
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The registration problem

Mapping 𝜑[𝜃∗] is trade-off that
• how well does the mapping explain the target image 

(likelihood function)
• matches the prior assumptions (prior distribution)

MAP-Estimation
𝜃∗ = argmax

𝜃
𝑝 𝜃 𝐼𝑇 , 𝐼𝑅 = argmax

𝜃
𝑝 𝜃 𝑝(𝐼𝑇|𝜃, 𝐼𝑅)
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Ω

The registration problem

Ω

𝜑[𝜃]

𝜃∗ = argmax
𝜃

𝑝 𝜃 𝐼𝑇 , 𝐼𝑅 = argmax
𝜃

𝑝 𝜃 𝑝(𝐼𝑇|𝜃, 𝐼𝑅)
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Ω

The registration problem

Ω

𝜃∗ = argmax
𝜃

𝑝 𝜃 𝐼𝑇 , 𝐼𝑅 = argmax
𝜃

𝑝 𝜃 𝑝(𝐼𝑇|𝜃, 𝐼𝑅)

𝜑[𝜃]
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Ω

The registration problem

Ω

𝜑[𝜃]

𝜃∗ = argmax
𝜃

𝑝 𝜃 𝐼𝑇 , 𝐼𝑅 = argmax
𝜃

𝑝 𝜃 𝑝(𝐼𝑇|𝜃, 𝐼𝑅)
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The registration problem

Main questions:
• How do we represent the mapping?
• How do we define the prior?
• What is the likelihood function?
• How can we solve the optimization problem?

Probabilistic formulation
𝜑∗ = argmax

𝜑
𝑝 𝜑 𝐼𝑇 , 𝐼𝑅 = argmax

𝜑
𝑝 𝜑 𝑝(𝐼𝑇|𝜑, 𝐼𝑅)
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Representation of the mapping 𝜑
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Representation of the mapping 𝜑
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Representation of the mapping 𝜑

Assumption: 
Images are rigidly aligned

• Mapping can be represented as a 
displacement vector field:

𝜑 𝑥 = 𝑥 + 𝑢 𝑥
𝑢 ∶ Ω → ℝ𝑑

𝑥
u(𝑥)
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Representation of the mapping 𝜑

Assumption: 
Images are rigidly aligned

• Mapping can be represented as a 
displacement vector field:

𝜑 𝑥 = 𝑥 + 𝑢 𝑥
𝑢 ∶ Ω → ℝ𝑑

Observation:
Knowledge of 𝑢 and 𝐼𝑅 allows us to 
synthesize target image 𝐼𝑇
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Registration as analysis by synthesis

Parameters 𝜃

Comparison: 𝑝 𝐼𝑇 𝜃, 𝐼𝑅)

Update using 𝑝(𝜃|𝐼𝑇 , 𝐼𝑅) Synthesis 𝜑[𝜃]

Prior 𝜑[𝜃] ∼ 𝑝(𝜃)
𝐼𝑇 𝐼𝑅 ∘ 𝜑[𝜃]
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Priors

Define the Gaussian process 
𝑢 ∼ 𝐺𝑃 𝜇, 𝑘

with mean function

𝜇: Ω → ℝ2

and covariance function

𝑘: Ω × Ω → ℝ2×2 .
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Zero mean:

𝜇 𝑥 =
0
0

Squared exponential covariance function (Gaussian kernel)

𝑘 𝑥, 𝑥′ =

s1exp −
𝑥 − 𝑥′ 2

𝜎1
2 0

0 s2exp −
𝑥 − 𝑥′ 2

𝜎2
2

Example prior: Smooth 2D deformations
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𝑠1 = 𝑠2 small,     𝜎1 = 𝜎2 large

Example prior: Smooth 2D deformations
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𝑠1 = 𝑠2 small,     𝜎1 = 𝜎2 small

Example prior: Smooth 2D deformations
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𝑠1 = 𝑠2 large,     𝜎1 = 𝜎2 large

Example prior: Smooth 2D deformations
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• We have a finite, parametric representation of the process.
• We know the pdf for a deformation 𝑢

𝑝 𝑢[𝛼] = 𝑝 𝛼 =ෑ

𝑖=1

𝑟
1

2𝜋
exp(−𝛼𝑖

2/2) =
1

𝑍
exp(−

1

2
𝛼 2)

Represent 𝐺𝑃(𝜇, 𝑘) using only the first 𝑟 components of its KL-Expansion

𝑢 = 𝜇 +෍

𝑖=1

𝑟

𝛼𝑖 𝜆𝑖 𝜙𝑖 , 𝛼𝑖 ∼ 𝑁(0, 1)

Parametric representation of Gaussian process
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Registration as analysis by synthesis

Parameters 𝜃

Comparison: 𝑝 𝐼𝑇 𝜃, 𝐼𝑅)

Update using 𝑝(𝜃|𝐼𝑇 , 𝐼𝑅) Synthesis 𝜑[𝜃]

Prior 𝜑[𝜃] ∼ 𝑝(𝜃)
𝐼𝑇 𝐼𝑅 ∘ 𝜑[𝜃]
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Likelihood function: Image registration

Assumptions: 

• Corresponding points have the same image intensity (up to i.i.d. noise)

𝑝 𝐼𝑇(𝜑[𝜃](𝑥)) 𝐼𝑅 , 𝜃, 𝑥 ∼ 𝑁 𝐼𝑅 𝑥 , 𝜎2

Images are similar when the intensities match

𝑥

𝜑[𝜃](𝑥)𝐼𝑅 𝐼𝑇
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Likelihood function: Image registration

𝑥

𝜑[𝜃](𝑥)𝐼𝑅 𝐼𝑇

𝑝 𝐼𝑇 𝐼𝑅, 𝜃 =ෑ

𝑥∈Ω

𝑝 𝐼𝑇(𝜑[𝜃](𝑥)) 𝐼𝑅 , 𝜃, 𝑥 =ෑ

𝑥∈Ω

1

𝑍
exp −

(𝐼𝑇 𝜑 𝑥 − 𝐼𝑅 𝑥 ) 2

𝜎2

Images are similar when the intensities match

Assumptions: 

• Corresponding points have the same image intensity (up to i.i.d. noise)

Image term outside 
mapping function.

Makes problem
really difficult
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Registration as analysis by synthesis

Parameters 𝜃

Comparison: 𝑝 𝐼𝑇 𝜃, 𝐼𝑅)

Update using 𝑝(𝜃|𝐼𝑇 , 𝐼𝑅) Synthesis 𝜑[𝜃]

Prior 𝜑[𝜃] ∼ 𝑝(𝜃)
𝐼𝑇 𝐼𝑅 ∘ 𝜑[𝜃]
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Registration problem

𝛼∗ =
𝜃∗ = argmax

𝜃
𝑝 𝜑 𝜃 𝑝(𝐼𝑇|𝜑[𝜃], 𝐼𝑅)

= argmax
𝜃

1

𝑍1
exp −

1

2
𝜃 2

1

𝑍2
ෑ

𝑥

exp −
𝐼𝑇 𝜑 𝜃 𝑥 − 𝐼𝑅(𝑥))

2

𝜎2

• Parametric problem, since: 

𝜑[𝜃](𝑥) = 𝑥 + 𝜇(𝑥) +෍

𝑖=1

𝑟

𝜃𝑖 𝜆𝑖 𝜙𝑖(𝑥)

• Can be optimized using gradient descent
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Variational formulation

𝛼∗ =argmax
𝜃

1

𝑍1
exp −

1

2
𝜃 2

1

𝑍2
ෑ

𝑥

exp −
𝐼𝑇 𝜑 𝜃 𝑥 − 𝐼𝑅(𝑥))

2

𝜎2

= argmax
𝜃

ln
1

𝑍1
exp −

1

2
𝜃 2 + ln

1

𝑍2
ෑ

𝑥

exp −
𝐼𝑇 𝜑 𝜃 𝑥 − 𝐼𝑅(𝑥))

2

𝜎2

= argmax
𝜃

ln
1

𝑍1
−
1

2
𝜃 2 + ln

1

𝑍2
− ෍

𝑥∈Ω

𝐼𝑇 𝜑 𝜃 𝑥 − 𝐼𝑅(𝑥))
2

𝜎2

= argmin
𝜃

෍

𝑥∈Ω

𝐼𝑇 𝜑 𝜃 𝑥 − 𝐼𝑅(𝑥))
2

𝜎2
+
1

2
𝜃 2

Image metric Regularizer
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The registration problem

Probabilistic formulation
𝜃∗ = argmin

𝜃
− ln 𝑝 𝐼𝑇 𝐼𝑅 , 𝜑 𝜃 − ln 𝑝 𝜑 𝜃

Variational formulation
𝜃∗ = argmin

𝜃
𝐷 𝐼𝑇 , 𝐼𝑅 , 𝜑[𝜃] + 𝜆𝑅[𝜑 𝜃 ]

Related to noise assumption in 
metric
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GP-Registration in Scalismo
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A selection of useful likelihood functions
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Landmark likelihood

For one landmark pair (𝑙𝑅 , 𝑙𝑇): 

𝑝 𝑙𝑇 𝜃, 𝑙𝑅 = 𝑁 𝜑 𝜃 𝑙𝑅 , 𝐼2𝑥2𝜎
2

𝑙𝑅

𝜑[𝜃](𝑙𝑅)𝐼𝑅 𝐼𝑇

𝑙𝑇
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Landmark likelihood

For many landmarks: 𝐿 = ((𝑙𝑅
1 , 𝑙𝑇

1), … , (𝑙𝑅
𝑛, 𝑙𝑇

𝑛))

𝑝 𝑙1
𝑇 , … , 𝑙𝑛

𝑇 𝜃, 𝑙𝑅
1 , … , 𝑙𝑅

𝑛 =ෑ

𝑖

𝑁 𝜑 𝜃 𝑙𝑅 , 𝐼2𝑥2𝜎
2

𝑙𝑅
1

𝜑[𝜃](𝑙𝑖)𝐼𝑅 𝐼𝑇

𝑙𝑇
1

𝑙𝑅
𝑛

𝑙𝑇
𝑛
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Likelihood function: Image registration

Assumptions: 

• Corresponding points have the same image intensity (up to i.i.d. noise)

𝐼𝑅(𝑥)

𝜑[𝜃](𝑥)𝐼𝑅 𝐼𝑇

𝑝 𝐼𝑇(𝜑[𝜃](𝑥)) 𝐼𝑅 , 𝜃, 𝑥 ∼ 𝑁 𝐼𝑅 𝑥 , 𝜎2

Images are similar when the intensities match

𝐼𝑇(𝜑[𝜃](𝑥))
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Likelihood function: Image registration

𝑝 𝐼𝑇 𝐼𝑅 , 𝜃 =ෑ

𝑥∈Ω

𝑝 𝐼𝑇(𝜑[𝜃](𝑥)) 𝐼𝑅 , 𝜃, 𝑥

Images are similar when the intensities match

Assumptions: 

• Corresponding points have the same image intensity (up to i.i.d. noise)

Image term outside 
mapping function.

Makes problem
really difficult

𝐼𝑅(𝑥)

𝜑[𝜃](𝑥)𝐼𝑅 𝐼𝑇

𝐼𝑇(𝜑[𝜃](𝑥))
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Image vs. Landmark registration

• Landmark registration is easy

• All components are Gaussian

• Closed form solution using Gaussian process regression

• Image registration is hard

• Image destroys Gaussian assumption

• Likelihood function is not Gaussian

• Problem with many local minima
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What about surface registration?

Reference (surface): 
Γ𝑅

Γ𝑅
Γ𝑇

𝜑

Target (surface): 
Γ𝑇
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A trick: Implicit definition of a surface

• Surface Γ can be represented as the 
zero level set of a distance function 
defined as 

𝐷Γ 𝑥 = ClosestPointΓ(𝑥) − 𝑥
with
ClosestPointΓ(𝑥) = argmin

𝑥′∈Γ
‖𝑥 − 𝑥′‖

𝐷Γ 𝑥 = −30

𝐷Γ 𝑥 = −15

𝐷Γ 𝑥 = 0

𝐷Γ 𝑥 = 15

𝐷Γ 𝑥 = 30

𝐷Γ 𝑥 = 45
Γ
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Reference 𝐷𝑅: Ω𝑅 → ℝ Target 𝐷𝑇 ∶ Ω𝑇 → ℝ

Likelihood function: Surface registration

Surface registration becomes image registration of distance images:
𝑝 𝐷𝑇 𝜑[𝜃](𝑥) 𝜃, 𝐷𝑅 , 𝑥 ∼ 𝑁 𝐷𝑅(𝑥), 𝜎

2

• Most likely solution: Points with same distances are mapped to each other

• 𝜎2 has now geometric interpretation 

𝑥

𝜑[𝜃](𝑥)

𝐷𝑇(𝜑 𝜃 𝑥 )
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Likelihood function: Active shape models

• ASM models profile 𝜌(𝑥𝑖) as a normal distribution  𝑝 𝜌(𝑥𝑖) = 𝑁(𝜇𝑖 , Σ𝑖)

• Single profile point 𝑥𝑖:
𝑝 𝜌(𝜑[𝜃](𝑥𝑖))|𝜃, 𝑥𝑖 = 𝑁(𝜇𝑖 , Σ𝑖)

Shape is well matched if environment around profile points is likely under trained model.

𝑥𝑖

𝑁(𝜇𝑖 , Σ𝑖) 𝜑[𝜃](𝑥𝑖)
𝜌(𝜑 𝜃 𝑥𝑖 )
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Likelihood function: Active shape models

• ASM models profile 𝜌(𝑥𝑖) as a normal distribution  𝑝 𝜌(𝑥𝑖) = 𝑁(𝜇𝑖 , Σ𝑖)

• Multiple points

𝑝 𝜌(𝜑 𝜃 𝑥1 , … , 𝜌(𝜑[𝜃](𝑥𝑛))|𝜃 =ෑ

𝑖

𝑁(𝜇𝑖 , Σ𝑖)

𝑥𝑖

𝑁(𝜇𝑖 , Σ𝑖) 𝜑[𝜃](𝑥𝑖)
𝜌(𝜑 𝜃 𝑥𝑖 )
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Conclusion

• Registration is analysis by synthesis problem

• Synthesis: Warp reference

• Likelihood: Compare properties defined on 
(warped) reference with those found in target

• Typical likelihood functions model:

• Point positions (landmark registration)

• Intensities distributions (image registration and
Active Shape models)

• Distance (surface registration)

40

Parameters 𝜃

Comparison: 𝑝 𝐼𝑇 𝜃, 𝐼𝑅)

Update using 𝑝(𝜃|𝐼𝑇 , 𝐼𝑅) Synthesis 𝜑[𝜃]

Prior 𝜑[𝜃] ∼ 𝑝(𝜃)
𝐼𝑇 𝐼𝑅 ∘ 𝜑[𝜃]

• Usually only MAP solution is sought. 
• Justified if uncertainty in correspondence can be ignored


