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Abstract

3D Morphable Face Models have been introduced for the analysis of 2D face

photographs. The analysis is performed by actively reconstructing the three-

dimensional face from the image in an Analysis-by-Synthesis loop, exploring sta-

tistical models for shape and appearance. Here we follow a probabilistic approach

to acquire a robust and automatic model adaptation.

The probabilistic formulation helps to overcome two main limitations of the

classical approach. First, Morphable Model adaptation is highly depending on

a good initialization. The initial position of landmark points and face pose was

given by manual annotation in previous approaches. Our fully probabilistic for-

mulation allows us to integrate unreliable Bottom-Up cues from face and feature

point detectors. This integration is superior to the classical feed-forward approach,

which is prone to early and possibly wrong decisions. The integration of uncertain

Bottom-Up detectors leads to a fully automatic model adaptation process. Second,

the probabilistic framework gives us a natural way to handle outliers and occlu-

sions. Face images are recorded in highly unconstrained settings. Often parts of

the face are occluded by various objects. Unhandled occlusions can mislead the

model adaptation process. The probabilistic interpretation of our model makes

possible to detect and segment occluded parts of the image and leads to robust

model adaptation.

Throughout this chapter we develop a fully probabilistic framework for image

interpretation. We start by reformulating the Morphable Model as a probabilistic

model in a fully Bayesian framework. Given an image, we search for a poste-

rior distribution of possible image explanations. The integration of Bottom-Up in-

formation and the model parameters adaptation is performed using a Data Driven

Markov Chain Monte Carlo approach. The face model is extended to be occlusion-

aware and explicitly segments the image into face and non-face regions during the

model adaptation process. The segmentation and model adaptation is performed

in an Expectation-Maximization-style algorithm utilizing a robust illumination es-

timation method.

The presented fully automatic face model adaptation can be used in a wide

range of applications like face analysis, face recognition or face image manipula-

tion. Our framework is able to handle images containing strong outliers, occlusions

and facial expressions under arbitrary poses and illuminations. Furthermore, the

fully probabilistic embedding has the additional advantage that it also delivers the

uncertainty of the resulting image interpretation.
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1 Introduction

In this chapter, we present Probabilistic Morphable Models - a fully probabilistic frame-

work to interpret face images. We reconstruct 3D faces from 2D images with a statis-

tical model in an Analysis-by-Synthesis setting. A given target face is represented by

model instances which are similar to the target image. So far, most Morphable Model

adaptation techniques relied on manual initialization and were prone to outliers and

occlusions. We urge to use a fully probabilistic framework to obtain an automated and

occlusion-aware system.

Statistical models have been applied for segmentation in CT, MRI or 2D pho-

tographs. Usually the model adaptation is initialized manually and solved by optimiza-

tion techniques. This approach is sensitive to initialization and prone to occlusions and

outliers. The optimization often leads to local minima. In our probabilistic setting, we

do not aim for a single best solution through optimization, but we search for the poste-

rior probability distribution of possible model explanations of the input image. During

the model adaptation process we only have uncertain correspondence between the tar-

get image and the face model. The aim of model adaptation is to find the location and

orientation of the face (pose), statistical model parameters and the illumination condi-

tion. The likelihood functions are highly non-convex as the dependence on the input

image renders the adaptation rough and highly nonlinear. Occlusions make it even

harder to target this problem with standard optimization techniques. In order to handle

occlusions and to include uncertain information our framework is fully probabilistic.

We present two challenges to highlight the benefit of using a fully probabilistic

framework. First, our model adaptation process includes uncertain detection results for

feature points, such as eye or mouth corners. The localization of such feature points is

still a challenge in computer vision and produces unreliable results. In a classical feed-

forward optimization procedure, the uncertainty is ignored. This leads to pipelines

which take early and possibly wrong decisions that can not be reconsidered in later

steps. Our probabilistic approach enables us to integrate this uncertain information

source and guide the overall adaptation process. Second, faces are often occluded by

various objects like glasses, hands or microphones. Our probabilistic setting makes

possible to build an occlusion-aware adaptation framework. We detect occlusions us-

ing our strong appearance prior of the statistical model, combined with knowledge

arising from classical image segmentation. The segmentation enforces smoothness of

the labels assigned to neighboring pixels and is not a simple pixel-wise thresholding.

The face model is adapted to the image and its uncertainty guides the segmentation of

occlusion. The segmentation then drives the model adaptation to explain contiguous

regions and guides it to explain as much as possible by the face model.

We use a 3D Morphable Model (3DMM) [5] as appearance prior for faces. The

3DMM is a Parametric Appearance Model (PAM). PAMs are able to generate images

controlled by parameters θ. PAMs are widely used in generative setups, especially in

the field of face image analysis. In medical image analysis, related models, namely

Active Shape Models [7] are prominent. Instead of modeling appearance, they define

gradients or higher level image features. An application to face photographs brings

some additional challenges compared to medical data. Whilst medical data are most

often recorded in a controlled setting, facial photography is highly unconstrained. Be-
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Figure 1: We illustrate the dominance of illumination effects on facial appearance. We

show the target image (a) and its best fitting model instance (b). We manipulated a

block of parameters to obtain the other images (c-h). We indicate the RMS-distance to

the target image (a) in color space for each rendered image. We inverted shape (c) and

color (d) parameters and also changed the yaw angle to 45 degree (e). All those changes

significantly influence the facial appearance. However, the illumination changes to an

illumination from the side (f), the front (g) or a real world illumination from another

image (h) have a higher influence on the RMS-distance. When adapting the model pa-

rameters and searching for the best instance (b), the illumination is therefore dominant.
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Figure 2: Our sampling framework is built on a Metropolis-Hastings algorithm. A

parameter update θ′ is drawn from the proposal generator Q and evaluated through

three filters. At each filtering stage ax a sample can be accepted or rejected by its

corresponding likelihood function following the Metropolis-Hasting acceptance rule.

If a sample is accepted from the prior, detection and image filtering stage, it builds the

new state θ of the Markov Chain. The sequence of states in the Markov chain builds

the posterior distribution over θ.

sides the shape, we also need to estimate facial color, pose and illumination from the

single input image. Together with a camera model, 3DMMs can synthesize new face

images. Due to pose and shape variations, facial parts can be invisible by self-occlusion

effects. Especially the effects of a color model and illumination add additional chal-

lenges as presented in Figure 1.

We reinterpret the 3DMM to build a fully probabilistic framework. The model

consists of a shape and a color model. We build both models in the Gaussian Process

framework proposed by Lüthi et al. [20]. It is the basis for our statistical prior on face

shape and color appearance. We use a multi-linear face model to handle expressions.

Model adaptation is the most challenging part of face image analysis. Through the

model adaptation process, we search model instances which match the input image.

This process is called fitting. It is solved with different methods which we summarize

in the related work section. We infer the posterior distribution of possible image expla-

nations by our face model. Our approach is a Data Driven Markov Chain Monte Carlo

(DDMCMC) sampling technique. In contrast to other 3DMM adaptation techniques, it

does not aim for a single model instance as output but approximates the posterior dis-

tribution of possible solutions. The distribution carries information about the certainty

of a fit.

As this posterior distribution can not be computed analytically, we use the Metropolis-

Hastings algorithm to generate samples from the posterior distribution. The algorithm

consists of a proposal and a verification step. It is based on a proposal distribution to

generate samples and enforces consistency to the observed data and the model in the

verification step. This partitioning is a key feature of the algorithm and represents a

propose-and-verify architecture. All proposals are evaluated in the verification steps,
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therefore they can be explorative and do not have to always improve the result. The

verification step accepts and rejects proposals based on their likelihood. In the verifi-

cation steps, we use a filtering strategy. Different evaluation criteria, like the L2 image

difference or detection responses, are integrated by cascading Metropolis-Hastings ac-

ceptance stages with the respective likelihoods, see Figure 2. For example, a proposal

is evaluated against a feature point likelihood in an early stage where bad proposals

can be filtered out quickly. Filtering allows us to focus computing time on promising

regions which are more expensive to evaluate, like the image difference.

We explicitly distinguish between face and non-face regions in the target image to

handle occlusions. The image is segmented into regions which can be explained by

the face model and regions which are explained by a simple background color model.

This segmentation is defined on the 2D image plane and integrated into the model

likelihood.

During model adaptation, we have to find face and non-face regions simultaneously.

The strong appearance prior from the statistical face model is used to decide whether a

pixel is considered face or background. The likelihood of a pixel being part of the face

region changes during fitting. Therefore, we constantly reestimate the segmentation

in an Expectation-Maximization (EM) procedure during the whole model adaptation

process.

The illumination conditions in unconstrained face photographs vary heavily. In the

beginning of the model adaptation, the distance between the current estimation and

the target image is large and dominated by illumination mismatch, see Figure 1. Mea-

suring only color distance, e.g. shadowed regions can differ stronger than occlusions.

Especially under occlusion, illumination has to be estimated in a robust way. Occlu-

sions would mislead the illumination estimation strongly. We exploit the illumination

by using a RANSAC-based robust illumination estimation technique. This gives us a

proper initialization of the illumination conditions and a first guess of occluded pixels

in the image.

The following paragraphs are organized as follows: First we give a short overview

over related work in the field of 3DMMs in Section 1.1. We then present our prob-

abilistic face model (Section 2.1). In Section 2.2 we present how inference can be

performed given a target image and integrate detection information (Section 2.3). Fi-

nally we extend the framework to handle background (Section 2.4) and become aware

of occlusions (Section 2.5). We include most experiments directly in the corresponding

methods parts and show the performance of the full framework in Section 3.

1.1 Related Work

PAMs are common in computer vision. The first successful PAM was the Eigenfaces

approach [15, 29]. Principal Component Analysis (PCA) was performed on pixel in-

tensity values of roughly aligned face images. This led to a parametric and generative

representation of face images. The models were successful in a strongly constrained

face recognition task. The next step in parametric face modeling have been Active

Appearance Models [8], which combine Active Shape Models [7] and the idea of the

Eigenfaces approach. Whilst the Eigenfaces approach assumes the images to have

pixel-wise correspondence, AAMs add a shape model to handle different face shapes.
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Shape deformations are modeled separately from the appearance. The shape model is

learned from a set of 2D correspondences while the appearance model is restricted to

shape-normalized images. Both models use PCA to find an efficient parameterization.

Active Appearance Models became successful by the availability of specialized fast fit-

ting algorithms [21, 3]. However, those models are defined in 2D and therefore cannot

handle strong pose variation with self-occlusion. The next development for parametric

modeling of faces are 3DMMs. The 3DMM models a face as a 3D object. The image

formation process is explicitly modeled using a pinhole camera and a Phong reflectance

model. The model is built on 3D face scans which are in dense correspondence and

combines separate color and shape models. Contrary to the AAM, the shape and color

models only describe face variation while the rendering part is handled by the explicit

camera and illumination models. 3DMMs can therefore handle self-occlusion and head

pose in a very natural way.

There are different approaches for adaptation of Morphable Models to images. The

original approach by Blanz and Vetter [5] used a stochastic gradient descent method.

Romdhani et al. [25, 24] presented a multiple-features fitting approach. Aldrian et al.

presented a fast model adaptation method based on inverse rendering [2]. Recently,

we presented an approach based on sampling which is able to include unreliable infor-

mation sources in a probabilistic way [27]. Current developments in machine learning

also investigate Supervised Descent Methods [30, 14] and probabilistic methods com-

bined with deep learning [17]. Those learning methods achieve promising results for

shape model adaptation with limited pose. However, they do not include a color or

illumination model and are therefore not fully generative. All those model adaptation

techniques rely on good initialization and are characterized by standard optimization

techniques which are prone to local minima.

Occlusions can severely mislead the model adaptation process. Only few gener-

ative model adaptation approaches are able to handle occlusions. There is previous

work, for all kind of PAMs, on how to handle occlusions using robust error measures

or robust strategies like RANSAC [12]. In contrast, for 3DMM adaptation only few

robust approaches exist. Most of them rely on manual labeling of occlusions or knowl-

edge about how much of the face is occluded. Other approaches implement robust

error measures. As appearance is dominated by illumination, robust error measures

work only for almost ambient illumination settings. Those approaches tend to exclude

facial parts which can be explained by complex illumination. Another main source of

error are regions which are difficult to explain by the face model [25, 9, 23]. Examples

for such regions are the eye, eyebrow, nose and mouth region, they vary much stronger

in color appearance than e.g. the cheek. The pixels in those regions are harder to fit by

the model but crucial for representing facial characteristics. Note that previous works

on occlusion handling using a 3DMM focused on databases with artificial and homo-

geneous, frontal illumination settings. Our approach includes a robust illumination

estimation which allows us to adapt the model in presence of occlusions even under

complex illumination settings.
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2 Methods

We give an overview over all components of our Analysis-by-Synthesis approach. We

present our generative probabilistic face model and explain the image formation pro-

cess. The most challenging part of the overall process is the inference for model adap-

tation to a given target image. We show how DDMCMC sampling can be used for

this inference task and how it allows us to integrate various sources of unreliable infor-

mation into the model adaptation process. The face model is only defined in the face

region, to explain the whole image, we need a model for the background. We present

our approach of background modeling and explain why it is important for generative

models. Finally we want to be able to adapt our model to unconstrained face images.

Occlusions are a challenge in those settings and can mislead the Analysis-by-Synthesis

process. Therefore we extend the model and its adaptation to simultaneously segment

the target image into face and non-face regions and become occlusion-aware.

2.1 Probabilistic Morphable Model

Our generative 3D Morphable Face Model is a variant of the Basel Face Model (BFM)

[22], built from face scans of 200 people taken with a structured light 3D scanner.

We extend the original face model to a multi-linear model to handle expressions as

described in [4]. The multi-linear statistical model consists of two independent Prob-

abilistic PCA (PPCA) models for face shape and face color as well as an additional

model for the deformations by facial expression. Facial expression is modeled as a dif-

ference to the neutral face shape. The PPCA models are learned on the aligned vertex

positions ~s and color ~c. Each face mesh consists of 21 662 vertices. This leads to a

distribution over facial color P(~c | ~θ) and shape P(~s | ~θ) and also handles observation

noise in the training data:

P(~s | ~θ) = N
(

~s | ~µS + US DS
~θS + ~µE + UE DE

~θE , σ
2
S I

)

(1)

P(~c | ~θ) = N
(

~c | ~µC + UC DC
~θC , σ

2
C I

)

(2)

All the models (subscripts S for shape, C for color and E for expression) consist of a

mean ~µ, the principal components in matrix U and the variances along each component

in diagonal matrix D. The additive Gaussian noise is only added for shape and for color.

The parameters ~θ follow a standard normal distribution in latent space:

P(θx) = N
(

~θx | ~0, I
)

(3)

Previous ad hoc probabilistic interpretations of the 3D Morphable Model have been

introduced for shape reconstruction in [6, 1, 18]. We resort to the recently introduced

Gaussian Process Morphable Model of Lüthi et al. [20] as a consistent and clean frame-

work to understand and create probabilistic shape models. The PPCA prior can be

understood as a Gaussian Process with a covariance function consisting of a statisti-

cal kernel of N samples ~si(~x) and independent Gaussian noise with variance σ2 (only

shown for shape):
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K(~x, ~y) =
1

N

N
∑

i=1

(

~si(~x) − ~µ(~x)
) (

~si(~y) − ~µ(~y)
)T
+ σ2δ(~x, ~y)I3 (4)

Additionally to the shape process, we add an expression deformation process and

also define a color appearance process analogously. The Gaussian Process model is

discretized on the vertices of our reference mesh and parametrized through a low-

rank expansion of the statistical part of the kernel (corresponds to PCA). The inde-

pendent Gaussian kernel is handled without approximation (corresponds to PPCA).

These Gaussian Process models are identical to the PPCA models described above.

The 3DMM also defines a rendering process R to generate synthetic face images I.

We use a pinhole camera model and a spherical harmonics illumination model [28]:

I (θ) = R (M (θS , θC , θE) ; θP, θL) (5)

The shape θS , color θC and expression θE parameters are coupled to the principal

components of the statistical PPCA prior, the camera θP and illumination parameters

θL are handled separately. We assume a multivariate Gaussian distribution as a prior for

the spherical harmonics expansion parameters and a uniform distribution on the camera

parameters. The distribution of the illumination parameters is empirically estimated

from successful fittings of the AFLW [16] database. This leads to a full face model

prior distribution, including shape, color, expression, camera and illumination.

2.2 MCMC Sampling for Inference

Standard optimization for adapting the model to a given target image leads to a single

local optimal parameter set. In our probabilistic setting, we perform probabilistic in-

ference instead of optimization. The result of inference is not a single maximum, but a

posterior distribution of the model parameters θ conditioned on the target image Ĩ:

P(θ | Ĩ) =
P(Ĩ | θ)P(θ)

∫

P(Ĩ | θ)P(θ)dθ
(6)

The posterior is intractable and can only be evaluated point-wise with respect to

an unknown multiplicative constant. The involvement of the target image in the likeli-

hood with unknown correspondence leads to a highly non-convex distribution without

a closed-form representation. A single evaluation involves rendering an image and

comparing it to the target.

We use the Metropolis-Hastings algorithm for inference. The algorithm defines a

Markov Chain which delivers samples approximately from the posterior distribution

P(θ | Ĩ). The algorithm achieves this by stochastic acceptance of random samples

from a simpler probability distribution, called the proposal distribution Q(θ′ | θ). The

probability of accepting a new sample is given by

a = min

{

P(θ′ | Ĩ)

P(θ | Ĩ)

Q(θ | θ′)

Q(θ′ | θ )
, 1

}

. (7)
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To calculate the acceptance probability, it is sufficient to evaluate posterior ratios

which allow for an unnormalized evaluation. If a proposal is rejected the last sample in

the chain remains as the state of the chain. The algorithm defines a formal propose-and-

verify structure. It decouples finding solutions from validating them which allows us

to also use uncertain and unreliable proposals. Verification with the model likelihood

and prior ensures a consistent sample.

The proposal distribution has to be designed carefully. On one hand, it has to be

easy to sample from, on the other hand, it has to be complex enough to explore the

high dimensional parameter space. In our case, we use a mixture of a set of different

proposals. We group logical parts together and only adapt a single block at once. A

proposal consists of a shape, color, illumination or camera parameter update. The

proposal can be unreliable - the verification step enforces consistency by evaluating the

proposal against a likelihood function and the model assumptions. Most proposals are

simple normally distributed random walks of fine to coarse scale.

During the verification steps, the proposals are evaluated according to their likeli-

hood e.g. the likelihood given the target image. When adapting to an image, our main

likelihood measures the color distance between the rendering of the current model es-

timate Ii(θ) at each pixel i and the raw pixels of the target image Ĩi:

ℓface(θ; Ĩi) =
1

N
exp

(

−
1

2σ2

∥

∥

∥Ĩi − Ii(θ)
∥

∥

∥

2

)

(8)

In practice, the verification step also includes information about face and feature

point detections and is split into different filtering stages described in Section 2.3.

We draw samples from our Markov Chain to obtain a posterior distribution. The

Markov Chain needs to be initialized by a specific set of parameters. In the beginning,

the chain is depends on the initialization. After a so called burn-in phase, we draw

samples from the Markov Chain which are independent of the initialization. Those

samples are used to approximate the posterior distribution.

Some applications do not need a posterior distribution but a single optimal param-

eter estimate. Using our Metropolis-Hastings algorithm, the best observed sample can

be used as MAP estimate. The longer the sampling runs, the better the approximation

gets. It can be stopped when the desired precision is obtained.

The proposed Metropolis-Hastings algorithm has some additional advantages: Due

to the verification step it can easily integrate various sources of information. It is ex-

tendable to proposals which e.g. include gradients or parameter updates from learning

techniques (e.g. cascaded regression techniques). The proposals are allowed to be im-

perfect as they are validated in the verification step. Last but not least, the algorithm is

simple and easy to implement.

2.3 Integration of Bottom-Up Cues by Filtering

The ability to integrate Bottom-Up cues is a key strength of the proposed MCMC in-

ference method. It is open to include information from arbitrary, unreliable Bottom-Up

methods, even from different sources at the same time. We give an overview on how
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Figure 3: Face and feature point detections: In (a) the 10 strongest face detections

are visualized. The probability of the detections is indicated by light red color. In

the middle, we show the detection probability of the left inner eye corner (b) and for

the right lip corner (c). We can observe that the lip corner detection is much more

distributed over the image whilst the eye corner is more precisely located. However for

both points we also get strong wrong detections at other facial features locations. In

(d) we show all the nine feature points we trained detectors for.

those Bottom-Up cues can be integrated in the Metropolis-Hasting algorithm and then

concrete examples including face and facial feature point detectors.

In non-probabilistic algorithms, Bottom-Up cues, e.g. detections, are usually in-

cluded in a feed-forward manner. This leads to early and possibly wrong decisions

which cannot be reviewed in later steps. In our fully probabilistic setting, we can use

unreliable input of Bottom-Up methods with uncertainty and include this input directly

in the inference process.

The integration of detection methods is simple and takes part in the evaluation step

of the Metropolis-Hastings algorithm. Thus, we need a likelihood function for measur-

ing how likely the observed data are under the current model estimate. The different

likelihoods of Bottom-Up cues are considered in a step-by-step manner. We cascade

multiple stochastic acceptance steps of the Metropolis-Hastings algorithm to integrate

one likelihood after the other, see Figure 2. Only a proposal which is compatible with

the respective likelihood at each stage is accepted. This process is called filtering. Fil-

tering is very flexible and allows us to combine various information sources in a single

algorithm efficiently. The cascade prevents a computationally expensive evaluation

with respect to all likelihood functions if an early stage does not agree with the sample.

This leads to early rejection of bad samples and improves the performance of the fitting

procedure.

We include face and facial feature point detection into our model adaptation process

to demonstrate the filtering chains. We search for the 10 best face detections in the

target image and run facial feature detection for prominent landmark points like the eye

or mouth corners, see Figure 3. Instead of using the strongest detection, we integrate

the detection evidence as a likelihood model as described above. The exact procedure

of detection integration is described in [28].

The likelihood of a face detection candidate considers landmarks detection mapsDl

and the face box B with location ~p and scale s. The face box likelihood ℓB (Equation 9)

consists of a Gaussian likelihood with respect to its center position and a log-normal
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distribution for face scale. The landmark map likelihood ℓLM (Equation 10) combines

a noisy Gaussian landmarks observation model with the detection map.

ℓB(θ;Bi) = LN (s (θ) | Bi.s, σbs)N
(

p (θ) | Bi.~p, σbp

)

(9)

ℓLM(~x;D) = max
~t
N

(

~t | ~x, σ2
LM

)

D
(

~t
)

(10)

We perform a max convolution to find the best possible combination of detection and

distance at each point in the image (as described in [27]). We combine the correspond-

ing face and feature point detections:

ℓi (θ;Bi,Di) = ℓB (θ;Bi)
∏

l

ℓLM

(

~x (θ) ;Dl

)

(11)

Our assumption is that the image contains exactly one face, therefore we optimize

for the best candidate i of face and feature point detection:

ℓFB (θ;B,D) = max
i
ℓi (θ;Bi,Di) (12)

We roughly initialize the 3D pose of the face by evaluating only with the detection

or landmark likelihoods in the beginning. In later model adaptation steps, the consis-

tency to the detections through filtering guides the adaptation procedure, see Figure 2.

A proposal is first evaluated by its likelihood given the detections ℓFB and then also

against the image ℓI:

P(θ)
ℓFB(θ;B,D)
−−−−−−−−→ P(θ | B,D)

ℓI (θ;Ĩ)
−−−−→ P(θ | B,D, Ĩ) (13)

2.4 Explicit Background Modelling

Most PAMs do not model the full image but solely the object of interest. Therefore,

those generative models synthesize the foreground F of the image containing the face.

The parts that cannot be modeled are referred to as background and are ignored by

most adaptation methods. Ignoring the background leads to problems during model

adaptation. The most prominent problem is shrinking of the face during the fitting

process. Shrinking can be overcome by evaluating in normalized model space of 2D

models rather than on the image. This solution does not work for 2D analysis with 3D

models. Parts of the face are not always visible, depending on the 3D pose, due to self-

occlusion. In a frontal view, different parts of the face are visible than in a profile view.

If change in visibility is ignored, the pose cannot be adapted properly during the model

adaptation. Earlier approaches handled this by assuming a fixed and predetermined

visibility for each point on the face. This requires an accurate initialization of pose and

strongly restricts the flexibility of the model with respect to pose and shape.

The effects of ignoring background in generative modeling are independent of the

concrete optimization mechanism and should be handled on a model level to retain the

full model flexibility. Our completely probabilistic approach allows us to include a

background model directly into the likelihood function
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Figure 4: On the left, we show the classical model presented in Equation 14. The

classical model distinguishes pixels in the foreground F , where the face model is de-

fined, from pixels in the background B. The occlusion-aware model adds an additional

variable z which is a label for face (z = 1) or non-face (z = 0), compare Equation 15.

This additional label allows to exclude pixels in the foreground F from the face model

explanation.

ℓ(θ; Ĩ) =
∏

i∈F

ℓface(θ; Ĩi)
∏

i′∈B

b(Ĩi′ ). (14)

The idea is to distinguish between foreground pixels F which are covered by the

rendered face and background pixels B, compare Figure 4. The pixels in the back-

ground are then covered by an explicit background model with likelihood b. In some

settings, it makes sense to build a complex background model which is able to adapt to

the expected background appearance. In medical image analysis, the surroundings of

objects in the body (e.g. organs or bones) are often similar and can be modeled. In the

setting of face image analysis, background is unconstrained and a concrete background

model is infeasible. In order to counteract the negative effects of background, it is al-

ready sufficient to use a simple background model. We resort to simple global color

models. Such models are either general, e.g. a uniform color distribution, or adapted to

the concrete target, e.g. a histogram. In Schönborn et al. [26] we discuss the problem

and different background models in detail. However, the actual choice of background

model is not very critical.

2.5 Occlusion-aware Morphable Model

Images of faces often contain occlusions of the face by other objects. The most com-

mon sources are not only unrelated objects in front of the face but also glasses, beards

and hair. In an Analysis-by-Synthesis setting, occlusions act as outliers which render

the fitting problem even harder. The appearance prior of our model and the ability to

generate images is successfully applied to handle occlusions. Unhandled occlusions

can disrupt the fitting process due to their unpredictable color and location, see Fig-

ure 5. The strong appearance prior is used to detect and segment occlusions in the
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Figure 5: We use a partially occluded face as target image (a). Even the model adapta-

tion is properly initialized manually (b), when using the likelihood from Equation 14,

the adaptation is strongly misled by the occluded part (c). The model is able to deform

color appearance strongly. With our occlusion-aware likelihood from Equation 15 and

the segmentation approach, we can properly fit the target face (d) and segment face ver-

sus non-face (e). The fitting of the not-occluded target image is contained in Figure 2

image as those parts which cannot be explained by the model. Our probabilistic ap-

proach allows us to build an occlusion-aware model which deals with uncertainty of

occlusion segmentation and the adapted face model.

We propose to segment the image into face and non-face parts. The image likeli-

hood is therefore extended with an additional binary label z to mark face pixels (com-

pare Figure 4):

ℓ
(

θ; Ĩ, z
)

=
∏

i

ℓ′face

(

θ; Ĩi

)z
· ℓnon-face

(

θ; Ĩi

)1−z
(15)

The general idea is very similar to background modeling. Contrary to the back-

ground B, occlusion can also appear within the foreground region F . Occluded parts

are excluded from model explanation and are not evaluated with the standard fore-

ground image likelihood. The occlusion segmentation becomes part of the model pa-

rameters and needs to be included in model adaptation.

We choose the variational framework suggested by Chan-Vese as a basis for seg-

mentation. We replace the plain average color models by our more complicated face

model likelihoods for foreground and background to adapt it to our problem and model.

The segmentation algorithm then correctly evaluates with respect to the likelihood of

model fit rather than using simply its mean color. The original Chan-Vese algorithm is

formulated with an energy term E. We reformulate it as posterior to obtain the label z

for a given parameter set θ and the target image Ĩ:

− log p
(

z|Ĩ, θ
)

= E = Ψ +

∫

Ω

z(x) log ℓ′face(θ; Ĩ(x)) + (1 − z(x)) log ℓnon-face(θ; Ĩ(x)) dx

(16)

Ψ is the length term of the classical Chan-Vese formulation and regularizes the

boundary of the segmentation.

The segmentation relies on the model adaptation and vice-versa. Therefore both

parts have to be optimized together. We choose an EM-like procedure to optimize

13



Figure 6: The occlusion handling is integrated into the probabilistic framework. A state

consists of both, model parameters θ and the segmentation label z. During the model

adaptation we assume a fixed segmentation and during segmentation we assume fixed

model parameters. Inference of the parameter set and the segmentation is performed in

an EM-style manner in alternation.

them in close alternation. During segmentation, we assume fixed model parameters and

during fitting we assume a given segmentation, see Figure 6. However, in both steps

we assume an uncertainty of the other estimate. By considering also the neighboring

pixels N in the segmentation likelihood, we assume the fit not to be perfect yet:

ℓ′face

(

θ; Ĩi

)

=



















1
N

exp

(

− 1
2σ2 minn∈N(i)

∥

∥

∥

∥

Ĩi − Ii,n(θ)
∥

∥

∥

∥

2
)

if i ∈ F

bF ,z=1

(

Ĩi

)

if i ∈ B
(17)

Taking the neighborhood into the likelihood function considers small misfits of the

position on the whole face. Since the likelihood has to be defined on the whole image,

we extend the likelihood to cover also pixels in the background. Therefore, we use a

color model learned on foreground pixels labeled as face. We respect the uncertainty of

segmentation by allowing the face model to include pixels which it can explain better

than the background model:

ℓnon-face

(

θ, Ĩi

)

=















max
(

ℓface

(

θ, Ĩi

)

, b
(

Ĩi

) )

if i ∈ F

b
(

Ĩi

)

if i ∈ B
(18)

As presented in Figure 1 the appearance of faces is dominated by illumination.

Therefore we initialize the segmentation and fitting, by a robust illumination estimation

with a RANSAC-like procedure as described in [10]. This gives us a first guess of the

illumination conditions and the pixels which probably belong to the face region see

Figure 7.
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Figure 7: We randomly select points in the foreground F for robust illumination esti-

mation. Those points are used to estimate the spherical harmonics illumination. De-

pending on the selection of points we get different illumination estimations. We added

exemplary estimations on the three points which are suited for illumination estimation

(green), three points on occluded parts (red) and some more on other random points.

The iterative RANSAC-like algorithm chooses the most probable illumination setting.

The results are illumination parameters θL and a mask of pixels which can be explained

by this illumination setting. The mask is used as starting point for the label z in our

occlusion-aware model adaptation.

3 Applications and Results

In this section, we present experiments and practical application of our framework. We

do not strive for a complete evaluation because all proposed elements of the probabilis-

tic Morphable Model image analysis framework, including model fitting, are already

thoroughly validated elsewhere. Instead, we highlight the power of the method and

quality of our results with a few rather different example applications.

In the following we make use of the elements described above. Technical details,

such as the final proposal distribution, feature point and face detectors and the his-

togram background model are described in [27, 10, 28, 11]. The software implemen-

tation is based on the Statismo [19] and Scalismo 1 software frameworks. Parts of

our implemented Probabilistic Morphable Model framework are contributed to both

frameworks and therefore available open source.

In our first experiment, we explore the posterior distribution under occlusion. The

posterior distribution is the result of our image analysis process conditioned on de-

tections and the target image. The posterior distribution can be visualized to analyze

the uncertainty of the model adaptation. After a burn-in phase of 50’000 samples we

draw further 50’000 samples to estimate the posterior distribution. We use a collective

likelihood for this experiment as described in [27]. With the posterior distribution, we

investigate the remaining shape flexibility under occlusion, see Figure 8. We observe

that parts of the model can be recovered with high certainty whilst other parts are more

flexible and therefore can only be recovered with low certainty.

In a second experiment our model adaptation recovers from wrong initialization as

seen in Figure 9. We therefore show an example where the strongest face detection is

the wrong one. Our cascaded filtering presented in Equation 13 and Figure 2 succeeds

1Scalismo - A Scalable Image Analysis and Shape Modelling Software Framework available as Open

Source under https://github.com/unibas-gravis/scalismo
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Figure 8: Posterior variability of the face shape for different target images. The shape

standard deviation of the model prior is shown in (d). Conditioning on a target image

without occlusion (a) we get a small posterior variance (e) for the whole face region.

With occlusion in the eye region (b), the model gets less certain about the shape, but

can narrow down the variability by the strong appearance prior of the statistical model

(f). Under occlusion of the chin (c) the variation in the chin region increases strongly

(g), this uncertainty is based on the strong influence of expressions which lead to high

variability in this region.

Figure 9: We show the 10 strongest face detection results for this real world target

image. The yellow facebox is the strongest face detection. Our fully probabilistic

framework succeeds to recover from this wrong strongest detection and adapts to the

most consistent detection. On the right we show the best fitting result and the label

map. Image: KEYSTONE/AP/Richard Drew
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to find the solution with the highest probability which is in this case the correct face.

We draw 10’000 samples for the model adaptation conditioned on the image and the

detections.

In our third experiment we perform a qualitative evaluation on the Labeled Faces

in the Wild database (LFW) [13]. It contains occlusions, expressions and real world

illumination settings. We again draw 10’000 samples and present the best fitting result.

The LFW database is challenging for generative models. The presented images de-

pict the variability of the database. Pose, illumination, expressions and occlusions are

challenging variations. By using a Morphable Model including facial expressions, we

add an additional challenge for the background model. The 3DMM does not contain

the inner mouth region which is explained by the background model. We use feature

point detections at the mouth corner (compare Figure 3). The expression, respectively

the opening of the mouth is solely inferred in the Analysis-by-Synthesis loop from the

image. With our explicit background model we succeed to open and close the mouth

matching the target image. The most prominent occlusion in the LFW database are

glasses. We present results for a variety of faces (neutral, with expression, glasses,

sunglasses, occluding hair and other occlusion). Selected results are shown in Fig-

ure 10.

In a fourth experiment we present a straightforward application. The fit of our

model to an image infers correspondence information of every face pixel to a vertex

point in the model space. The correspondence information can be used for face image

manipulation, see Figure 11. We manipulate parameters and therefore facial appear-

ance in model space and render the changes back into the face image. The transfer

from the manipulation in 3D is rendered in a 2D warp field on the image. The result

is a photo-realistic face image manipulation. The presented manipulation is achieved

by removing the expression mean ~µE and the expression deformation ~θE from the face

model to neutralize facial expressions from the target image.

All parts of the proposed framework have been published and evaluated individu-

ally. Additional qualitative experiments on different tasks are presented in [27, 28, 11,

26]. Those publications contain extensive experimental evaluation on pose-invariant

face recognition, pose estimation, attribute description, eye gaze estimation, shape re-

construction and also experiments to investigate characteristics of the DDMCMC sam-

pling strategy.

4 Conclusion

We present an unprecedented completely automatic fitting framework for 3DMM adap-

tation including detection and occlusions. It is generic and based on a fully probabilistic

approach. Our probabilistic setting is capable of robust and fully automatic face image

analysis. We demonstrated the flexibility of our approach by integrating discriminative

Bottom-Up cues and segmentation of occlusion. The Bottom-Up integration is supe-

rior to feed-forward methods and can recover from unreliable detection results. We

build an occlusion-aware model by exploiting the uncertainty of the face model to seg-

ment occlusions which cannot be explained otherwise. Both, the occlusion awareness

and the Bottom-Up integration can be naturally integrated in the likelihood functions
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Figure 10: Exemplary fitting results of the fully automatic probabilistic framework on

the LFW database. The target image is shown on the left, the best fit (MAP estimate)

in the middle and the segmentation label z on the right.
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Figure 11: Photo-realistic image manipulation becomes possible through the high-

quality results of our probabilistic analysis. The target image (a) is fitted using our

fully automatic and robust model adaptation framework. The occlusion label (b) and

fitting result (c) hold correspondence information from the face model to the target

image. The expression manipulation is performed in model space by removing the ex-

pression components (d). We obtain the final manipulation result (e) by rendering the

3D manipulation back into a warp-field for the target image.

of the probabilistic framework. We extended our 3DMM with facial expressions in

order to adapt it to unconstrained face photographs. We highlight the importance of

background modeling for Analysis-by-Synthesis settings. The Metropolis-Hastings al-

gorithm builds the core of our probabilistic framework and makes future extensions

easy. Our approach is promising for image analysis and scene understanding. The re-

sulting framework is generic and flexible. The proposed approach is not specific for

faces but can also be applied for occlusion handling or initialization of other statistical

shape models. The showcased integration of Bottom-Up cues and segmentation are

only two examples of extensions. The model adaptation process would highly profit

from more Bottom-Up cues like edge or pose information. Due to its propose-and-

verify architecture, our framework is open to include arbitrary uncertain information

sources.
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