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Abstract

Gaussian Process Morphable Models (GPMMs) unify a variety of non-rigid deformation models for surface and image
registration. Deformation models, such as B-splines, radial basis functions, and PCA models are defined as a probability
distribution using a Gaussian process. The method depends heavily on the low-rank approximation of the Gaussian process,
which is mandatory to obtain a parametric representation of the model. In this article, we propose the use of the pivoted
Cholesky decomposition for this task, which has the following advantages: (1) Compared to the current state of the art used
in GPMMs, it provides a fully controllable approximation error. The algorithm greedily computes new basis functions until
the user-defined approximation accuracy is reached. (2) Unlike the currently used approach, this method can be used in a
black-box-like scenario, whereas the method automatically chooses the amount of basis functions for a given model and
accuracy. (3) We propose the Newton basis as an alternative basis for GPMMs. The proposed basis does not need an SVD
computation and can be iteratively refined. We show that the proposed basis functions achieve competitive registration results
while providing the mentioned advantages for its computation.

Keywords Non-rigid registration - Gaussian process - Image registration - Shape registration - Pivoted Cholesky - Gaussian
Process Morphable Models - GPMM - Statistical shape modeling

1 Introduction

A common approach in medical image analysis and computer
vision is analysis by synthesis: An image is analyzed by syn-
thesizing it using a generative model [13,36]. The resulting
model-parameters are then used to understand the content of
the target image. Popular examples of analysis by synthesis
in medical image analysis are atlas (or template) match-
ing approaches [8,20,33], or statistical shape and appearance
models [6,7,19]. The main idea behind all these methods is
that any object I'r C R? to be analyzed can be written with
respect to a reference object 't € R? which is deformed
by suitable deformation u*: I'y — R?. For better readabil-
ity, we denote vector-valued quantities by bold-faced lower
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case letter, whereas we denote matrix-valued quantities by
bold-faced capital letters.

For given image or surface representations I'g and I'r,
we are interested in finding the corresponding deforma-
tion field u* that deforms /g such that it matches I, i.e.,
it holds

I'r = {x+u"(x): x € I'g}.

Aiming at modeling non-rigid deformations, the crucial ques-
tion for practical applications is how to model a family of
possible deformations u, which contains (a good approxima-
tion to) u*.

Recently, Liithi et al. proposed Gaussian Process Mor-
phable Models (GPMM), which model the deformations as
a Gaussian process GP(u, K) with mean function p: 2 —
R? and covariance (or kernel) function K: £2 x £ — R4x4
[11,26,27], see Fig. 1 for a visual overview. In this view, all
the above-mentioned models correspond to special choices
of the covariance function and it becomes easy to combine
characteristics of the individual models or to incorporate
additional prior knowledge by, for example, enforcing mir-
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Deformation field: u ~ GP(u, K)

Deformed reference: {x + u(x): x € T}

Reference '

Sample of a
2D GPMM defined on surface

Sample of a
2D GPMM defined on full image

Sample of a
3D GPMM defined on sphere surface

Fig.1 In this figure, an overview about how the Gaussian Process Mor-
phable Models are used on different domains. Bottom left A reference
2D mesh (colored in red) is deformed using a deformation field that is
defined on the mesh itself. Bottom middle The GPMM deformation
model is defined on the whole 2D image domain. Bottom right A ran-
dom sample of a GPMM defined on a 3D mesh with a spherical shape
(Color figure online)

ror symmetries [25], landmark constraints [24], or by making
models spatially varying [11]. The key aspect of the method
in [26] is that it allows modeling the expected deformations
for individual registration tasks, which makes it easy to tailor
the problem to a specific data set. This is generally done in
three steps:

1. Prior Model Building Define a family of deformations
u using a Gaussian process GP(u, K) with a kernel
function K. The model can be customized by combining
kernel building blocks with different properties to match
the expected family of deformation functions for a given
registration task.

2. Model Approximation The family of deformations u
generated by a Gaussian process GP (u, K) can often be
well approximated using a truncated Karhunen—Lo¢ve-
expansion [5], i.e., the family of deformations u can
approximatively be described as

M
uruy = ;L—f—zai\/xi(bi, o ~N(,1).

i=1

The corresponding pairs (A;, ¢;) are given as eigenpairs
corresponding to the M largest eigenvalues of an inte-
gral operator associated to the covariance function K.

Using this representation, any deformation uy, is given
as a linear combination of the eigenfunctions and
parametrized by finitely many parameters o = [al, e

OlM]:

M
up (@, ) =n0)+ Y aivaig:().

i=1
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3. Model Fitting/Registration The parameterized model
uyy (o, -) is used to find the parameters & to match the
deformed reference I'g to a given target I'7.

For the most optimal use of the prior knowledge incor-
porated in K, the family of possible deformations u must be
approximated as well as possible by the truncated Karhunen—
Loeve expansion uy;. However, the approximation method
proposed in [26] has three major disadvantages: (1) The
Nystrom method lacks a rigorous control of the approxima-
tion accuracy. (2) The method relies on parameters, such as
the sampling of points on the reference. These parameters
depend on the model to be approximated and need an expe-
rienced user to be chosen. (3) A refinement of the model
(adding more basis functions) requires a re-computation of
the whole model. The mentioned issues have a big impact on
the practical usability of the registration framework, where a
feedback about the approximation accuracy of the modeled
prior is important to choose the model. Our contribution in
this work is to introduce the use of the pivoted Cholesky
decomposition for this task, see [9,18], which allows the
computation of a Karhunen—-Logve-expansion up to a pre-
scribed accuracy with a rigorous error control and to show its
properties and advantages compared to the Nystrom method,
which was originally proposed for this purpose by Liithi et
al. [26]:

1. We enable the Gaussian process registration frame-
work to approximate models with a rigorous black-box
error control. In particular, the parameter M is chosen
adaptively for a user-defined tolerance. This is a major
advantage over the Nystrom method, which lacks feed-
back about the actual approximation accuracy and has
several parameters to guess heuristically.

2. The pivoted Cholesky decomposition follows a greedy-
type strategy, where the corresponding basis functions
generate a subspace which is equal to the subspace
spanned by the truncated Karhunen—Loeve-expansion.
We propose therefore to use the greedy-type basis
from the pivoted Cholesky decomposition instead of
the eigenfunctions for the representation of uy;. Thanks
to the greedy-type strategy, the subspace can easily
be enlarged by adding additional basis functions, if
required. We show that the proposed basis functions
lead to competitive results. However, in contrast to the
Nystrom method, the basis is refinable and is computa-
tionally less intensive.

The paper is structured as follows: In Sect. 3, we reca-
pitulate the fundamentals of Gaussian Process Morphable
Models and the Nystrom method which is currently used for
its discretization. We particularly discuss the drawbacks of
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the Nystrom method and how this affects registration results.
In Sect. 4, we introduce the pivoted Cholesky decomposi-
tion for the low-rank factorization of covariance matrices
and discuss how it can be used to compute Karhunen—
Loeve expansions for GPMMs. Section 5 introduces the
new greedy-type basis and contains also a discussion why
the registration results with this basis should behave simi-
lar to the registration results with the eigenbasis from the
Karhunen—Logve expansions. The numerical experiments in
Sect. 6 are concerned with the approximation quality of the
introduced method, whereas the numerical experiments in
Sect. 7 demonstrate that the introduced greedy-type basis for
GPMM is competitive to state-of-the-art registration meth-
ods. Finally, in Sect. 8, we draw our conclusions.

The core algorithms of the method proposed are imple-
mented in the open-source project Scalismo [35].

2 Related Work

The Gaussian Process Morphable Model (GPMM) frame-
work [26], on which our work is based on, can be seen as the
unification of different concepts. On the one hand, statistical
shape models (SSM) can be extended with additional flexibil-
ity using kernel functions. On the other hand, the models are
used as statistical priors for surface and image registration.
The work by Grenander et al. [13] contains similarities to
the GPMM approach, as they propose to use a basis func-
tion representation to span the model space. However, in
all these works, the basis functions have to be known ana-
lytically [3], or the initial model needs to be of finite rank
[21]. In [22] and also in [28], the covariance function is not
approximated, which is only feasible for compact kernels
with small correlation lengths. In the context of Gaussian
processes and the computation of low-rank approximations
to covariance matrices, the pivoted Cholesky decomposition
is an established algorithm, cf., e.g., [4,9,18,31]. Having the
low-rank approximation at hand, it has been shown in [18]
that the eigenpairs of the covariance matrix can be obtained
approximately by solving an eigenvalue problem which has
the dimension of the rank of the low-rank approximation.
Whereas these works are restricted to the low-rank approx-
imation of matrices, is has been analyzed in [17] how the
continuous eigenvalue problem can be efficiently discretized
and solved by the pivoted Cholesky decomposition by the
use of finite elements. In [30] the authors employ the pivoted
Cholesky decomposition to compute a low-rank factorization
of kernel functions in terms of function skeletons. Since one
can add another basis function to the low-rank factorization
without recomputing the others, they call the obtained basis
the “Newton” basis, in analogy to Newton interpolation. This
kernel-based approach has been extended in [34] to compute
a Karhunen-Loeve expansion if radial basis functions are
used for the spatial discretization.

3 Fundamentals of Gaussian Process
Morphable Models

3.1 Modeling Deformation Priors

Gaussian Process Morphable Models (GPMM), which have
been introduced in Liithi et al. [26] allow to define prior
models for registration analytically in advance using a
matrix-valued Gaussian process. The vector fields, which are
defined continuously on a domain £2 C R¥, act as the non-
rigid transformation of the reference object I'r C £2, which
could be any geometric object or grid defined in £2. The
GPMM are used on different domains, such as two- or three-
dimensional surfaces and grid-like structures, which is also
visualized in Fig. 1.

A Gaussian process GP (i, K) is defined by its mean func-
tion w: £2 — R? and its covariance function K: £2 x 2 —
R?*4 see [31]. Then, any deformation u sampled from
GP(u, K), gives rise to a new surface I" by warping the
reference surface ['g:

I' ={x+uXx): x € I'g}.
Similar to the PCA representation of a statistical shape

model, a Gaussian process GP (u, K) can be represented in
terms of an orthonormal set of basis functions {¢;}°,

u(x, @) ~ p() + ) aiviig ), @ e NO, D, (1)

i=1

where (A;, ¢;) are the eigenpairs of the integral
operator
Tkt () :=/S2K(~,X)f(X)dp(X) @)

with p(x) denoting a measure. The representation (1) is
known as the Karhunen—Loeve expansion of the Gaussian
process [5].

Since the random coefficients, «; are uncorrelated, the
variance of u is given by the sum of the variances of the
individual components. Consequently, the eigenvalue A; cor-
responds to the variance explained by the i-th component.
This suggests that, if the A; decay sufficiently quickly, we
can, instead of (1), use the low-rank approximation

M
w (%, @) ~ p(x) + Y aivAig (x). 3)

i=1
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The resulting model is a finite dimensional, parametric
model with M components, similar to a standard statistical
model. The expected error of this approximation is given by
the tail sum

> )

Estimates for the decay of the A; show that the tail sum is
reasonably small even for small M, provided that the covari-
ance function K is sufficiently smooth, cf. [14]. In particular,
any valid positive semi-definite covariance function can be
used.

3.2 Nystrom Method

To compute the truncated Karhunen—Loeve-expansion (3)
for an approximate GPMM model, the eigenpairs of the inte-
gral operator (2) have to be computed, i.e., the continuous
eigenvalue problem

(TK¢m) (xX) = An ¢m (x) (©)

has to be solved, where 7k is the integral operator (2) given
by the covariance function. In order to solve the eigenvalue
problem numerically, it has to be discretized, i.e., it has to be
transformed into a finite dimensional problem

C¢m,1v = )»m,Nd’m,N (6)

with ¢,, y € RV and C € RV*V,

The current state of the art proposed in [26] is to use
the Nystrom method, which performs the discretization by
a sampling approach. Therefore, for some random samples
X1, ..., Xy drawn according to p, one approximates

1 N
/QK(n f(x)dp(x) ~ N ZK(-, x)f(xi), )
i=1

cf. [31] and the references therein. Although the estimator
can be inaccurate, it comes with minimal assumptions on
the measure p, which makes it highly attractive for problems
with little information. If the reference domain is for example
given by a set of vertices, appropriate samples can be drawn
from this set.

Evaluating (7) at the sample points and multiplying with
N yields, similar to (6), the finite dimensional eigenvalue
problem

CNystr¢m,N = N)\m¢m,N (®)

@ Springer

with the matrix

CNystr = [K(Xi’ Xj)]z{\,]j:l

and the point values

(), ®bp(xi), i=1,...,N.

Combining (2), (5) and (7), the eigenfunctions can then be
evaluated at any given point by

N
6 () ~ 21 Y K X)) (S ), ©)

i=1

Probabilistic error bounds for the eigenpairs exist and show
that the accuracy increases with the number of sample points,
cf. [32].

3.3 Accuracy of the Nystrom Method

The Nystrom method has two major drawbacks which cause
difficulties in building accurate GPMM approximations.

1. The number of required eigenfunctions is unknown:
Even if it is known that the GPMM has a good low-rank
approximation, the required number of eigenfunctions,
i.e., the value of M, cannot be determined in advance or
by the algorithm, but has to be chosen by the user.

2. Dependence on random samples: The common problem
of randomized algorithms that there are no deterministic
error bounds applies also for GPMM. In particular for
GPMM, the sampling based approach might miss impor-
tant features of the covariance function on small scales,
which might be crucial for building accurate approxi-
mations.

These two points make it difficult to judge whether an insuf-
ficient registration result is caused by an inaccurate prior
model. For a user, it is difficult to guess the right amount of
basis functions and the right density of random sampling to
make sure that the prior model accuracy is not the issue.

To overcome this problem, one may argue that a suffi-
ciently large number of samples N and a sufficiently large
number of eigenfunctions M will lead to a good approxima-
tion. However, whereas a large value of M may cause trouble
in the optimization algorithm, the choice of N > 1 leadsto a
N x N dense eigenvalue problem, whose solution with deter-
ministic algorithms has a complexity of O(N?). In addition,
for large N, the evaluation of the eigenfunctions (9) becomes
computationally intensive for a large number of evaluation
points. Using a randomized SVD, cf., e.g., [16] and the refer-
ences therein, the complexity of the solution of the eigenvalue
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problem can be lowered to O(MN 2). While this reduces
the complexity of the solution of the eigenvalue problem, it
introduces an additional probabilistic component to the algo-
rithm and still requires assembling the full covariance matrix,
which has a complexity in memory and computation time of
O(N?).

We thus require an algorithm satisfying the following
requirements:

1. The algorithm should be completely deterministic, i.e.,
it should avoid random sampling and any other random
input data.

2. Given a user-defined tolerance, the algorithm should
automatically detect the number of required eigenfunc-
tions, i.e., the value of M, such that the error is below
that tolerance.

3. While the previous two requirements address the issues
discussed at the beginning of this section, we require
the algorithm to be computationally efficient without
sacrificing accuracy.

While the first requirement can in principle be addressed by
more advanced Nystrom methods based on quadrature rules
for the approximation of the integral in (7), see [15], these
quadrature rules are either difficult to construct or lead to
large system matrices, i.e., N > 1. Therefore, the following
chapter shall discuss an algorithm fulfilling these require-
ments based on the pivoted Cholesky decomposition.

4 Pivoted Cholesky for GPMM
Approximation

4.1 Low-Rank Approximation with the Pivoted
Cholesky Decomposition

Although the system matrices of the discrete eigenvalue prob-
lems (6) and (8) are dense, they still have a low dimensional
structure in the sense of low-rank approximations. In fact,
the decay of the eigenvalues of the integral operator (2) has
been well investigated in [14], where it has been proven that
the eigenvalues satisfy the decay estimate

Am < Cm 2P/,

Here, p is some parameter which increases with the smooth-
ness of the kernel. It is therefore evident that there exists a
reasonably sized M such that the tail sum (4) is sufficiently
small. Thus, assuming that the prescribed GPMM can be rea-
sonably well approximated by a truncated Karhunen-Lo¢ve
expansion implies that its correlation matrices can be well
approximated by a truncated singular value decomposition

and the matrices of the dense eigenvalue problems (6) and
(8) have a low-rank structure.

A suitable tool to reveal the low-rank structure of a covari-
ance matrix is the pivoted Cholesky decomposition. It only
relies on the a priori knowledge that covariance matrices
are positive semi-definite matrices, and does not require
the precomputation of the matrix. Non-stationary covariance
kernels are naturally included, since they yield positive semi-
definite matrices.

Given some user-defined tolerance, the algorithm finds a
low-rank factorization such that the approximation error is
below that tolerance, measured in the trace-norm for pos-
itive semi-definite matrices. In particular, it automatically
detects a rank M which is required to fulfill that tolerance.
The pivoted Cholesky decomposition, cf. [9,18], is given in
Algorithm 1.

Algorithm 1 The pivoted Cholesky decomposition
Input:

— Function C(i, j) computing entry (i, j) of matrix C.
— Relative error tolerance ¢ > 0

Output:

— Required rank M for low-rank approximation
— Low-rank approximation Cy = Z,Ail ZillT
— Approximation error trace(C — Cyy) < ¢ - trace(C)

Set M =1
Setd = [C(i. )],
Set error = ||d|| 1
Sete =¢-error
Setr =1[1,2,...,N]
while error > ¢ do
Seti = argmax{dnj: j=M,M+1,...,N}
Swap my and 7;
Set KMJM = ‘/an
for M +1<i<Ndo
Compute
v = (Clmw, 1) = N5 s ) ot
Update dy; = drn; — My b,y
end for
Compute error = YN | dy,
Set M =M + 1
end while

As can be seen from the algorithm, it requires a func-
tion computing the covariance matrix entries as input, rather
than the covariance matrix itself. The computation of the full
covariance matrix can thus be avoided since the algorithm
determines automatically which entries of the matrix need to
be computed, which are at most O(NM), rather than O (N 2y,
The complexity of the algorithm itself is O(NM?).

The only input parameter the user has to control is the
approximation accuracy. The error of the output low-rank
approximation is guaranteed to be below that threshold. This
gives the user a rigorous control over the approximation accu-
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Fig.2 Samples from a GPMM deforming a sphere reference mesh with
a radius of 100 mm. The kernel has been chosen to be as a Gaussian
kernel with a large length-scale, combined with a small local one (Gaus-
sian kernel with ¢ = 60 and scale = 30 and a Gaussian kernel with
o = 15 and scale = 10). There is a visible increase in flexibility of the
modeled deformations when increasing the approximation accuracy of
the GPMM

racy of the GPMM as illustrated in Fig. 2. There, different
random samples are shown from a GPMM approximated
with iteratively refined accuracy.

Another interesting variant of the algorithm evolves when
an upper limit to the rank M of the low-rank approximation is
fixed. Since the output of the algorithm includes the error of
the low-rank approximation, one can directly check whether
the quality of the low-rank approximation is sufficient.

Having discussed a deterministic and efficient algorithm
for the low-rank approximation of covariance matrices, we
discuss next how this can be used for the computation of
Karhunen—-Loeve expansions. Note, that this is relevant only
for applications where the computation of the Karhunen—
Loeve expansion itself is an absolute necessity for further
algorithms. We will show in Sect. 5 that for many registra-
tion algorithms a full KL-expansion is not necessary and the
low-rank approximation from the pivoted Cholesky decom-
position is sufficient. In this case, the post-processing step
described in the remainder of this section can be omitted.

4.2 Computing Karhunen-Loéve Expansions Using
Low-Rank Approximations

Having a suitable algorithm for the computation of low-
rank approximations at hand, one may replace the covariance
matrices of the eigenvalue problems (6) and (8) by its low-

rank factorizations C ~ LMLJTW. This yields an eigenvalue
problem

T
LMLMVm,N = Am,Nvm,N-

Exploiting the fact that L ML/TW has the same eigenvalues as
LJTV,L M, We obtain an equivalent eigenvalue problem

LY LyVi N = A NVm N+ (10)

@ Springer

which has the reduced dimension M <« N and can
thus be solved by standard eigensolvers for dense matri-
ces. Approximations to the eigenvectors @, y are then
given by

SN~ VN = LV N (11)

Thus, given a low-rank approximation C ~ LyLT , the
solution of the dense small eigenvalue problem (10) and the
computation of the eigenvectors by (11) can be accomplished
in complexity O(M?) and in O(NM?), respectively. Since
the computation of the small eigenvalue problem and the
complexity of the pivoted Cholesky decomposition are both
O(NM?), the overall complexity for the computation of the
Karhunen-Logve expansion is also O(NM 2.

Assuming that the GPMM can be reasonably well approx-
imated by a truncated Karhunen-Logve expansion, M is
reasonably small, and, thus, we can choose N >> 1, for exam-
ple in the range of millions. This allows for highly accurate
spatial approximations. In the following, we discuss two suit-
able discretizations for surface and image registration. The
discretizations are chosen illustratively and could be replaced
by more advanced discretization schemes as discussed in the
appendix.

4.2.1 Spatial Discretization for Surfaces

Because of its minimal assumptions, the Nystrém approach
is very popular in the machine learning community. It is also
well suitable for surface to surface registration, where the
shape is represented as a set of vertices and there is almost
no structure available.

Thanks to using the pivoted Cholesky decomposition, we
are no longer restricted by the size of the eigenvalue problem,
and that the number of sampled points can be several million.
Thus, we may choose to deterministically sample every ver-
tex of the surface and can even include additional evaluation
points in the deterministic sampling, such that the expen-
sive interpolation (9) can be omitted. We can thus compute
the eigenfunctions directly on all mesh and evaluation points
and can thus completely avoid any random sampling on the
surface and its corresponding uncertain error. Consequently,
when using the pivoted Cholesky decomposition, we obtain a
completely deterministic solution within the user-controlled
error tolerance.

Instead of the quadrature formula (7) where each quadra-
ture point has the same weight, one may also choose more
sophisticated quadrature points, see, e.g., [15]. The pivoted
Cholesky can also be employed in this case, as is discussed
in Appendix “Advanced Nystrom Schemes”.
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4.2.2 Spatial Discretization for Grid Approximations

Instead of the Nystrom approach for the discretization of the
eigenfunctions, one may also choose finite element schemes.
Finite element schemes rely on finite dimensional function
spaces which are defined on (possibly non-regular) grid struc-
tures. Thus, they are interesting for image registration, where
the computational domain naturally provides such a struc-
ture.

A throughout analysis of a wide range of finite element
schemes for the computation of Karhunen—Logve expansions
using the pivoted Cholesky decomposition was given in [17].
For simplicity, we restrict the presentation in this section to
piecewise trilinear finite elements, see Appendix “Finite Ele-
ment Scheme on a Rectangular Grid”, on a three-dimensional
rectangular grid. The grid is assumed to consist of cells of
size h1 x hp x h3, and we restrict ourselves to the case
p(x) = 1 and employ a well-known mass lumping scheme.
This results in a function space spanned by N vector-valued
basis functions ¢;, i = 1, ..., N, in which the approximate
eigenfunctions shall be represented.

Under these assumptions, the eigenvalue problem (5) dis-
cretized with said finite elements becomes

CreM®y Ny = hz)‘m,N(pm,N' (12)
Here, h = 1/h% + h% + h_z, with the system matrix

N
Crem = [K(x;, Xj)]i’jzl
and the approximate eigenfunctions

N

G0 (X)X b N (X) =Y (b )0 (X).

i=1

Obviously, given the similarity of the eigenvalue problem
(12) to the eigenvalue problems (6) and (8), the pivoted
Cholesky decomposition can also be employed in the case
of this finite element scheme to compute the Karhunen—
Loeve expansion. However, for more general finite element
schemes, the structure of the eigenvalue problem (12)
becomes more involved and we refer to Appendix “Advanced
Finite Element Schemes” and [17] for more details.

A particular advantage of finite element schemes is that
precise error estimates exist on how to choose the threshold
of the pivoted Cholesky decomposition in dependence of the
grid size h, see [17]. In the described case of piecewise tri-
linear finite elements, when the covariance function fulfills
mild smoothness assumptions, the threshold should be cho-
sen proportional to 4%. Then, the use of the pivoted Cholesky
decomposition will not significantly change the approxima-

tion quality of the finite element scheme when the grid size
is changed.

4.3 Image and Surface Registration

After the prior GPMM is approximated by a Karhunen—
Loeve expansion, it can be turned into a registration algo-
rithm. Therefore, we have to define a reference image or 3D
surface I'g and a target data set I'7. We also have to define
a distance measure D between the objects. In the surface
registration setting, the distance function is often defined as
the distance between a point on the perturbed reference and
its corresponding closest point on the target surface [26].
Together with the distance measure, we can formulate the
registration problem as

argmin D[I'g, I'r, ul + nllullk. (3)

ueFg

where ||- ||k denotes the norm of the kernel functions’s repro-
ducing Hilbert space Fk and 7 is a regularization parameter.
Replacing u by its low-rank approximation uy, from (3), we
can restate the problem in the parametric form

M M
areminD| I'r, I'r, . + o VA i| + oz-2, 14
algaM[R T+ Y aivag | +n) o (14)

vvvvv i=1 i=1

which can be optimized with common methods, such as gra-
dient descent.

The next section shows that we can even omit the solution
of the eigenvalue problem, if we choose an alternate basis for
the subspace spanned by the Karhunen-Lo¢ve expansion.

5 Greedy GPMM Approximation with
Newton Basis

The conversion of the optimization problem in the reproduc-
ing kernel Hilbert space from (13) to an optimization problem
with finitely many parameters in (14) has strictly been done
with a Karhunen-Logve expansion in previous work [26].
This automatically captures the most significant features of
the problem in the reproducing kernel Hilbert space into
the problem with finitely many parameters. However, the
Karhunen—Logve expansion has more structure than actu-
ally needed for the optimization in (14). Therefore, we may
choose a basis spanning the same subspace as the Karhunen—
Loeve expansion which is cheaper to compute and has the
property of iterative refinement. Denoting the m-th eigen-
function obtained from the pivoted Cholesky decomposition
by ¢,, x and abbreviating

Sy u(X)=[¢ yX|... |y yX]
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and ¥y y = diag(A1 N, ..., Am, n), the Karhunen—Locve
expansion (3) can be written as

uy (X, 00) ~ pX) +aXy @y ux)T.

By associating (11) with its corresponding functions, we
deduce that

&N m(x) =Ly [Vin]...[Van].
[ S —
=®y,u
which yields

uy (X, 00) ~ pX) +aXy y®yuE)TLyX)T.

=a

We remark in particular that the coefficients & are a linear
combination of the coefficients . Thus, instead of using the
Karhunen—-Logve expansion (3), and by denoting the func-
tion associated with the vector £; by £; x, we can use the
expansion

M
uy (X, o) ~ p(x) + Z&ifi,N(X),
i=1

see also [17], which spans the same subspace. The optimiza-
tion (14) then turns into

M M
argminD|:1"R, I'r,p+ Z&iei,N] +n Z&iz~
] 0l i=1

----- apm i=1

We can thus directly work with the Newton basis given by the
column vectors of the low-rank approximation of the pivoted
Cholesky decomposition, cf. [30], and omit the solution of
any eigenvalue problems.

The Newton basis offers some new interesting possibili-
ties since one can easily expand the basis if a higher accuracy
is needed. Therefore, it is sufficient to proceed in the algo-
rithm of the pivoted Cholesky decomposition. If the basis
vectors need to be orthonormal, one can apply an orthonor-
malization method like the Gram-Schmidt algorithm, cf.,
e.g.,[12]. As the pivoted Cholesky decomposition, the Gram-
Schmidt algorithm can be continued when the basis has to
be expanded.

We will show in the numerical experiments that this
greedy-type basis is a competitive alternative for registra-
tion compared to the original Karhunen-Loeve approach by
[26]. It also gains a computational advantage, since the steps
for the computation of the Karhunen—Loe¢ve expansion from
Sect. 4.2 can be omitted.

The actual performance improvements very much depend
on the numerical effort for the computation of a single matrix

@ Springer

entry. The computation of the pivoted Cholesky decomposi-
tion is O(NM?), with a constant which is dominated by that
effort. The post-processing to obtain the Karhunen—Logve
expansion as described in Sect. 4.2 consists of the compu-
tation of the small matrix for the dense eigenvalue problem
(NM? operations), the solution of the small eigenvalue prob-
lem (O(M?) operations, see [12]), and the computation of
the eigenvectors for the large system (NM? operations). We
can thus save 2NM? + O(M?) operations when using the
Newton basis rather than the Karhunen—Loeve expansion.

However, from our perspective, the possibility to refine
the Newton basis greedily is much more valuable than the
actual performance improvements gained from omitting the
steps from Sect. 4.2. It is particularly attractive to increase the
approximation accuracy as illustrated in Fig. 2. In Fig. 2, two
random samples are visualized from models that are approx-
imated with increasing accuracy. We emphasize again that,
in contrast to the Karhunen—Logve approach, a refinement of
the model only needs the calculation of the additional basis
vectors instead of a full computation from scratch.

6 GPMM Approximation Experiments

6.1 Comparison of Generalizations for Surface
GPMM

We use a data set consisting of 39 registered face scans to
represent the ground-truth and as target surfaces for the regis-
tration. The data set is registered using the method proposed
by [2] which includes additional constraints to cope with
artifacts and noise of the raw 3D scans. To establish a fair
comparison between the fitting accuracy of the methods, we
create an experiment where only the generalization ability
of the models is evaluated. The model for this experiment
is defined with a scalar multi-scale B-spline kernel, which
is introduced by Opfer [29]. Given a univariate third-order
B-spline b3 and the function ¥ (x) = b3(x1)b3(x2)b3(x3),
the kernel reads

kpsp(x.y) = > Y 22Ty (2x —k)y 2y — k).

Jj=J ke7d

According to [29], this results in a valid, positive definite
kernel function on multiple scales. In our experiment, we
define the levels from [ = —5 to! = —2 and refer to [26] for
details on matrix-valued B-spline kernels.

Taking the Nystrom method proposed by [26] as a refer-
ence, we use the same kernel function to approximate three
different parametric models. For the reference, we sample a
uniform subset of 1000 points and approximate 1000 eigen-
functions, which, due to the expensive interpolation (9) to
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Average Generalization Error [mm]

0.300 1
0.275 1
0.250 A
0.225 4

0.200 1
0.175

0.150 1 E
0.125 1 T

0.100 1

Nystroem - 1000 Eigenfunctions  Pivoted Cholesky - 95% Accuracy  Pivoted Cholesky - 99 % Accuracy

Fig. 3 Comparison of the generalization ability of three differently
approximated GPMM face models to 36 example faces: The error is
measured with the distance closest to the target surface in (mm). The
GPMM approximated with the Nystrom method on 1000 eigenfunc-
tions is compared to the approximation of the same GPMM with 95%
and 99% accuracy. We clearly see that an approximation of the model
with 1000 eigenfunctions is only comparable to a model approximation
with 95% accuracy. Approximating the model with an accuracy of 99%
decreases the generalization error visibly

extend the eigenfunctions to all mesh points, amounts to the
borderline of feasibility. With the pivoted Cholesky method,
we create a model with a similar amount of basis functions
with a tolerance of ¢ = 0.05 (1200 basis functions) and a
more accurate model with a tolerance of ¢ = 0.01 (2200
basis functions). Especially, we are able to sample on all
grid points and can avoid the expensive interpolation of the
eigenfunctions. Since the face data set is registered and thus
in correspondence with the reference, we can define a direct
projection in the model space as

M
]argminDc[rR, FnHZmﬁiqs,}, (15)
oy

i=1

where the distance function D, consists of the squared
Euclidean distance of every point x with its corresponding
point on the registered target. This is a least squares problem
and the optimal solution for this problem can be computed
in closed form solution, which is shown in [1].

The 39 registered human faces are projected into all three
models and the average point-to-point distance is measured
and illustrated in Fig. 3. The Cholesky approximated model
with ¢ = 0.05 performs similarly as the Nystrom model.
However, when the approximation accuracy of the Cholesky
model is increased to ¢ = 0.01, the model generalizes better
to the faces data set.

6.2 Spatially Varying Kernel Models
In this experiment, we compare the low-rank approxima-

tion methods on covariance functions, where the correlation
length varies depending on predefined regions in the domain

£2. These type of covariance functions allow for the specifica-
tion of different kind of smoothness depending on the region.
In practice, this is especially useful for modeling different
levels of detail depending on the region. To approximate a
spatially varying model in practice, the Nystrom approach is
not optimal for two reasons: (1) Locally detailed regions can
be approximated using a more compact representation than a
global model with small details, which is, however, not con-
trollable with the Nystrom approach. This is illustrated in
Fig. 4, where the spatially varying kernel is approximated by
afew basis functions. Choosing the number of basis functions
in advance, as it would be the case for the Nystrom method,
is difficult and unintuitive. (2) Since the Nystrdom approx-
imation only computes the eigenfunctions on a uniformly
sampled subset of points, it might well approximate coarse
correlations, but it is likely to miss small deformation regions
if the subset is not densely sampled, which is not the case
when using the pivoted Cholesky algorithm. As an exper-
imental setup, we define a coarse kernel function k.(X,y)
and also a fine kernel k(x, y), which are both defined as
Gaussian kernels with o = 100 for k. and o = 15 for k.
Together with a function ¢: £2 — (0, 1), which activates
the fine kernel on a predefined region in §2, we formulate a
spatially varying kernel as

ks(x,y) = ke(X,y) + 1)k (X, Y)1(y). (16)

In Fig. 4, the kernels and their individual amount of basis
functions are visualized. By simply choosing the approxima-
tion error, we receive the right number of basis functions to
approximate the model.

One practical example for spatially varying kernels is the
construction of a registration prior for human faces or full
heads. In[10], it has been shown how to model and apply such
a prior for face registration. In this experiment, we compare
a globally consistent kernel to a spatially varying kernel by
the means of model approximation and registration accuracy.
Similar to 6.1, we use a data set consisting of 48 registered
full human head shapes as ground-truth target surfaces for
the registration. The data set is registered using the method
proposed by [2].

Except the spatial variance, we have built both deforma-
tion priors the same way with a multi-scale B-spline kernel
as its basis. A detailed description has been done in [10]. In
short, we have built kernel ksp, where a function emphasizes
more details for the face region than for the full head. A prac-
tical reason is that not much detailed information is expected
from this region and it has to be more robust against occlud-
ers, such as hair. The kernel kysp, however, is built globally
ignoring the regions of the head.

Using the method proposed in this paper, we can measure
the effect of the spatially varying kernel using the approxima-
tion accuracy when we limit both models to a fixed amount of
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203 Basisfunctions ‘ ' .

Large scale Gaussian Kernel

2144 Basisfunctions . . .

Combined Small and Large

2823 Basisfunctions ‘ ‘ '

Small scale Gaussian Kernel

335 Basisfunctions ‘ 0 °

Spatially-Varying Kernel

>
>

Different kernels for GPMM

>
>

Random samples from GPM M, approximated with 99% accuracy.

Fig. 4 In this figure, random samples of different kernel functions are
visualized on a sphere with the radius of 100 mm. All of them are
approximated with the proposed method using an accuracy of 99.0%.
The method automatically selects the right amount of basis functions
for the given model. The spatially varying model in the bottom row only
contains local details at the specified region. This drastically decreases
the number of basis functions to reach 99.0% accuracy

basis functions (1000). Since the spatially varying kernel only
allows correlations in the face and ear region, the represen-
tation of this model can be more compact, which allows for
more details at the face region. The spatially varying kernel
can be approximated 6% better with the same amount of basis
functions than used for the non-varying counterpart (Table 1).
The better accuracy of the model and the additional model-
ing information has a direct effect on the face registration
task itself. We have used both models to register 48 human
ground-truth heads and measured the registration accuracy
using the average corresponding point distance. Figure 5
shows an improvement of the full head as well as the iso-
lated face region. The spatially varying kernel enables more
details for the face region while keeping a smooth backhead.
Visually, this is also shown in Fig. 6, where the error in facial
details around the mouth and eye region has been decreased.

The models were computed on a Intel(R) Xeon(R) CPU
E5-2670 0 @ 2.60GHz with 32 cores with a computation
time of approximately 20 minutes. The head registrations
take about 15 minutes per case.

7 Medical Image Registration

With the following medical image registration experiments,
we measure the impact of approximation accuracy and the
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Table 1 Model approximation accuracy of the head registration prior
models ksp and kygsp limited to 1000 basisfunctions

Global (kNSP)

Spatially Varying (ksp)

Accuracy 92.5% 98.1%

The spatially varying kernel has been approximated 6% more accurate
than its global counterpart

Average Distance [mm]

1.4

Full Head NSP  Full Head SP Face NSP Face SP

Fig.5 The measured accuracy of the spatially varying model ksp and its
non-varying counterpart kysp is shown. Left The error is measured on
the full head (Red and Blue) and only on the face region (Red). Right
The average distance in (mm) of the GPMM registration compared
against the ground-truth (Color figure online)

Distance (mm)

EW 200e+00

0.000e+00

Fig.6 A comparison between the registrations with and without a spa-
tially varying kernel. The registrations using the spatially varying kernel
(left) show less errors in the facial region than its non-varying counter-
part (right). For the face registration application in [10] the variation
at the ears were deliberately built smooth because to be robust against
outliers. For this reason, the error is large for both models in this region

approximation basis on the registration accuracy of a human
forearm CT data set. Also, we show a comparison of the
GPMM registration with a state-of-the-art multi-scale B-
spline image registration pipeline, which is implemented in
Elastix [23]. The registrations are performed on a data set
consisting of 27 CT images of the human forearm. The sur-
face of Ulna and the Radius have been manually segmented
by experts to provide a ground-truth measure of the accuracy.
The data has been rigidly aligned to one arbitrary example
of the data set using 4 landmarks and are provided in a res-
olution of 800 x 800 x 500. For the deformation model,
we selected the same kernel function as in [26], which per-
formed best in their experiment. To evaluate the accuracy of



Journal of Mathematical Imaging and Vision (2019) 61:443-457

453

Basis Comparison for Registration

1.14

1.01

0.94

0.8+

0.7

Distance [mm]
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0.4+

PC (Newton) 99.9% PC (Newton) 99.0% Nystroem (500)

Fig.7 A comparison between different model approximations using the
registration accuracy of the Ulna registration. Our proposed Cholesky
model with ¢ = 0.01 and ¢ = 0.001 error is comparable with the Nys-
trom method with 500 eigenfunctions. However, the Pivoted Cholesky
method provides additional information about the approximation accu-
racy of the given GPMM

our experiments, we computed the average squared distance
error of the registered result to the ground-truth segmenta-
tions of the provided 27 CT images. For all the computations
we used a Intel(R) Xeon(R) CPU E5-2670 0 @ 2.60GHz
with 32 cores. The prior model approximations (Nystroem
and PC) are computed offline once took less than an hour
in average. The approximation of the Newton basis model
is faster because it omits the last SVD step, as described in
Sect. 5. The registrations itself are both in the range of 30
min per example, which counts for multi-scale B-spline of
Elastix, but also for the GPMM registration.

7.1 Model Approximation Experiment

In this experiment, we compare the registration error between
the two different approximation methods; the originally
proposed Nystrém method and the pivoted Cholesky approx-
imation using the Newton basis and the finite element
discretization. In Fig. 7, the registration accuracy of the two
models is visualized. If we approximate the pivoted Cholesky
model with an accuracy of 99% (¢ = 0.01), the registra-
tion results are similar to the Nystrom where we chose 500
eigenfunctions. When the Cholesky model is approximated
with more accuracy (99.9%), a minor decrease of the error
is still visible, which also due to the larger flexibility of the
more accurate model, computed with pivoted Cholesky. The
advantage of the proposed method and the new basis are
not the approximation accuracy itself but the control over
the approximation error and the black-box usage. Using the
previously proposed Nystrom example, the user will never
be sure if a change of the number of basis functions still
improves the GPMM approximation.

In Fig. 8, a direct comparison between the eigenbasis and
the Newton basis is shown. For both models, we used the piv-

Basis Comparison for Registration

Distance [mm]
o I o o I
(o)) ~ © © o

o
5

0.44

PC (Newton) 99.0% PC (Eigen) (99.0%)

Fig.8 A comparison of the registration accuracy of two different basis
for the GPMM approximation. Left The proposed Newton basis is less
computationally intensive and iteratively refinable. Right The origi-
nally used Eigenbasis, computed as in Sect. 4.2

oted Cholesky method to approximate the model with 99%
accuracy. For the first model, we kept the basis as the Newton
basis and for the second model we used the method shown
in 4.2 to compute the eigenbasis. Figure 8 shows that the
Newton basis performs similarly at the given image registra-
tion task, while it needs less computational steps, is greedily
computed and can be refined iteratively.

7.2 Image Registration Comparison

In this last experiment, we compare the proposed image
deformation models to a state-of-the-art B-spline registration
algorithm, which is implemented in Elastix [23]. In Fig. 9,
the GPMM registration approach with the proposed basis
functions is compared to the B-spline registration included
in Elastix [23].The goal of this experiment is to evaluate the
usage of the proposed method and basis functions in a prac-
tical setting against a state-of-the-art baseline. The Elastix
registration framework also contains a multi-resolution strat-
egy for the optimization, which is currently not present in the
GPMM framework. To achieve a fair comparison between
the deformation models, we compare the registrations in
two settings: (1) A comparison with a single-scale Elastix
with B-spline transformation, which omits the influence of
the optimization strategy and enables a fair comparison of
the models. (2) An experiment, where a landmark poste-
rior model is compared to the multi-scale B-spline. Here,
we show that even without an advanced optimization strat-
egy the GPMM models can perform similarly to the GPMM
models. When the B-spline method, provided in Elastix, is
used with a single B-spline scale, our proposed method per-
forms in a comparable range. To become more robust toward
local optima, the GPMM method allows to build a prior of
the deformations by defining a kernel that is more suited for
a specific task. As Liithi et al. [26] have shown, this can be
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Method Comparison

1.6
1.4
1.2
1.0 o

0.8 L

0.4

Distance [mm]

Elastix Bspline Single-scale PC (Newton) 99% (1500) Elastix Bspline Multi-scale PC (Newton) 99% with Lm

Fig.9 A comparison of the built registration models with a state-of-the-
art B-spline method, which is implemented in Elastix [23]. Our model is
comparable with the single-scale approach. The inclusion of landmarks
to compute a posterior GPMM guides the optimization procedure well
and is comparable to the multi-scale version of Elastix [23]

done in multiple ways, as for example, making it spatially
varying, symmetric or to include landmarks. We show exem-
plary how adding landmark constraints to restrict the prior to
only deformations that match the landmarks, lead to a more
accurate registration accuracy, and at the same time, much
more robust results. For all the registration experiments we
used the proposed Newton basis, as shown in Sect. 5, which
show comparable performance to state-of-the-art registra-
tion methods, while having the desired properties for prior
modeling and the ability to refine the model approximation
iteratively.

8 Conclusion

We have presented a low-rank approximation method for the
Gaussian Process Morphable Model framework (GPMM)
with a controllable approximation error and a refinable and
greedy basis. An error-controlled parameterization of the
GPMM is a very important step to accurately specify and
approximate deformation models for registration. In this
paper, we show a GPMM approximation method with signif-
icant advantages over the originally proposed method: The
method enables full control over the approximation error
and the greedy algorithm stops at a predefined accuracy. In
practice, this enables the user to treat the model parameter-
ization as a black-box while still having guarantees about
the approximation accuracy. As the second main contribu-
tion, we proposed a new basis for GPMM registration. We
showed that the Newton basis contains enough structure for
the registration problem optimization and has two advantages
over the previously used eigenbasis: (1) The calculation of
this basis is computationally more efficient because it omits
the step of calculating an SVD and (2) the Newton basis are
computed greedily and thus allow for iterative refinement of
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the approximation error without the re-computation of the
preceding basis vectors. The contributions in this paper add
some important missing pieces to the GPMM framework.
In contrast to the initial framework, we provide a practical
and theoretically sound way to control the approximation
error of the GPMMs, which has a large impact to the usabil-
ity in practice. We showed the registration accuracy of the
models in the context of human face surface registration eval-
uated on ground-truth registrations. Also, we demonstrated
the applicability of the method in the context of medical
image registration, where the human forearm was registered,
and showed that the method is competitive to state-of-the-
art registration methods. The core algorithms proposed in
this work are published open source in the Scalismo frame-
work [35].
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A Appendix
A.1 Advanced Nystrom Schemes

Nystrom schemes are suitable if the eigenfunctions of the
Karhunen-Loeve expansion are only required in certain pre-
determined points X1, .. ., Xy . For this purpose, the integral
operator (2) is approximated by a quadrature formula

N
/QK(~, Ofx) do(x) ~ Y o K(, ENFE))
i=1

with quadrature points &; and weights w; . The discrete eigen-
value problem then reads

Cnysu®m v = A NOim N

with the system matrix

N

CNYSU' = [ij(xi’ Xj)]l,j:l

and the point values

&Wl,N%[¢m(Xl)]l5 i=17-~',N.

Note that the system matrix Cnysy is not symmetric in gen-
eral. Assuming positive quadrature weights, i.e. w; > O,
defining

MNystr = diag(y/w1, . .., JON)
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and setting ¢, y = MNystr(?)m, y yields a symmetric, gener-
alized eigenvalue problem

T
MNyserMNystr¢m,N = )‘«m,NMNystr‘bm,N

with the matrix

N

i =1’ a7

C = [Kx;, x))]
see also [15]. As it turns out, the finite element scheme yields
an eigenvalue problem with a similar structure.

A.2 Finite Element Scheme on a Rectangular Grid

Finite element schemes for functions with values in three
dimensions rely on a finite dimensional subspace Vy C
[LZ(Q)]3 with basis {(pl, e, (pN} to represent the eigen-
functions of the Karhunen—Loe¢ve expansion. To construct
such a finite dimensional space, we consider a uniform
rectangular grid Qp on £2 where each cell has a size of
hy x hy x h3. To each vertex X, . .., Xy we assign a function
¢; with the property

1, i =],
i (x;j) =

i,j=1,...,N, 18
0. %] J (18)

where on each cell O, € Qj, the basis function ¢; is a
trilinear polynomial, i.e.

@i (Y)!Qh =a; +ayr +azyz+asyiy
+ asy3 +aey1y3 +azy2y3 + agyiy2ys.

Here, the coefficients are uniquely determined such that (18)
holds. This means especially that the ¢; are only non-zero
in the eight cells with vertex x;. Note especially that all ¢;
are linearly independent, so we can define V;, C L?(£2) as
the vector space spanned by the basis ¢1, ..., ¢y. A finite
dimensional subspace of [LZ(.Q)]3 is then given by V;, =
Vi x Vi x V.

A.3 Advanced Finite Element Schemes

Having a finite dimensional subspace at hand yields, cf., e.g.,
[15], the generalized eigenvalue problem

Crem®yn v = Am, NMFEM®,, N (19)

with system matrices

N
Crem = [ (7o, ¢i)[L§,(D)]3]i,j:1’

N
Mgem = [((ﬂj, ("i)[L%(D)P]i,j:l’

Tk denoting the integral operator from (2), and the approxi-
mate eigenfunctions

=

G (X) X by N =Y (B, 1), 0:(%).

i=1

It thus remains to explain how to assemble these matrices.

Since the basis functions ¢, are non-zero only on a few
elements, the mass matrix Mgy is sparse. Inserting the def-
inition of 7k into the definition of Cggm, We obtain

N

i,j=1

Crey = [ fD /D K(x, y)«p,-(yw!(x)dp(y)dp(x)}

In order to compute this integral, it is very common in finite
element methods to replace K by its interpolation Ky, in the
finite element space, i.e. we approximate

N
Kx,y)~ ) KX, x)e;(09] ().
i,j=1

Inserting this approximation into the definition of Cggm
yields

Crem ~ MpemCM/[ gy,

with the matrix C defined as for the Nystrom scheme in (17).
The eigenvalue problem (19) thus turns into

MeemCM gy, v = A, NMEEM® . N - (20)
A.4 Connection Between the Two Schemes

The two schemes can lead to the very same eigenvalue prob-
lem. In implementations of finite element schemes, there are
almost always quadrature formulas involved. Using piece-
wise linear ansatz functions and replacing the integrals by a
trapezoidal rule yields a diagonal matrix Mggym (this is also
referred to as “mass lumping”). The definition of Myt then
amounts to quadrature weights to a quadrature formula with
the vertices of the finite element mesh as evaluation points.
The two schemes are thus equivalent in this specific case.

A.5 Computing Karhunen-Loéve Expansions using
Low-rank Approximations

Again, having a low-rank factorization C ~ L. MLL of rank
M at hand, one can reduce the dimension of the eigenvalue
problems (20). For ease of notation, we do not distinguish
between Mggm and My and consider the eigenvalue prob-
lem

MCMT™¢,, y = Am.NM¢,, . 1)
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By substituting the low-rank approximation C &~ L MLI/I

and v, v = MY 2¢m’ y into (21), the eigenvalue problem
becomes

M'2Ly L], MY TV, § = Ay N Vi N -

Exploiting the fact that M'/?LyLT (M!/2)T has the same
eigenvalues as L], (M!'/2)TM!/2Ly; = L] MLy, we obtain
an equivalent eigenvalue problem

T ~ ~
LMMLMVm,N = )"m,NVm,N-

This modified eigenvalue problem has again dimension M <
N and can thus be solved by standard eigensolvers for dense
matrices.
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